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In order for data processing 
to be 

Intelligent



In order for data processing 
to be 

Intelligent

Collect a set of rules from experts

by human language


Then translate it to numerical expression 

so that machine can understand


=> let’s use here Fuzzy logic






















































































III. Time Series Prediction



Forecasting values from their history 
Assume y(t) is a valuable y at time t 


such as price of a stock during a day




An example of time-series forecasting
           Create your set own set of rules such as 


            If y(t-1) = medium AND y(t-2) = law AND y(t-3) = medium they y(t) =2



Then estimate y(t+1), y(t+2), …
By using Takagi-Sugeno Formula



Create your own set of rules!
such as


IF y(t-1) = low AND y(t-2) = low AND y(t-3) = low THEN y(t) =2 (low)

OR


IF y(t-1) = low AND y(t-2) = medium AND y(t-3) = high THEN y(t) =5 (very high)

OR

……


   



Forecasting a value at time t 
 from some related items at time t

E.G.

Forecasting BRY today from EUR, USD, RUB and JPY today 



Yet another forecasting







IV. Fuzzy Clustering



Another fuzzy arithmetic
Fuzzy relation



Or

A red apple may be ripe, a yellow apple is probably seme-ripe, 

and a green apple is most likely unripe. 



Yet another similar fuzzy relations



We combine these two relations R1 and R2  
by the formula



An exercise



Clustering by similarity





0. Initialize I = {1,2,3,…,N} and C = { }























Summary-1



Summary-2



Let’s take 6 KANJI 
as an example



Calculate R(m+1)=R(m)oR(m) 
till R(m+1)=R(m)

to continue



to continue



Now R(2) = R(3)



Now apply 

step 1 and step 2



to continue





Result of clustering



IV. Fuzzy data mining



What is Data Mining?
Data mining is an automatic or semi-automatic process 


that analyses large amounts of scattered information to make sense of it 

and 


turn it into knowledge



Data mining

• The process starts with giving a certain input of data to the data mining 
tools


• It is widely used by organizations in building a marketing strategy, by 
hospitals for diagnostic tools, etc.


• Today most organizations use data mining for analysis of Big Data


• Also known as “Knowledge Discovery in Databases (KDD)”



Toy Example: 
Mining a rule in natural language from data

A profile which is decreasing at the beginning is 

typically increasing at the end



Application

• Medical Data Analysis


• Phishing Detection


• Invasion Detection


• Commercial Data Analysis



Popular Technique for Data Mining
• Regression


• Association


• Clustering


• Classification


• Outlier analysis


• Decision tree


• Bayes theory


• etc.



Example (1) 
Mobile service provider

• From a large amount of data such as billing information, email, text 
messages, web data transmission, customer service used, the datmining 
tools can predict predict customers who are looking to change the 
venders


• With these results a provability score is given. The mobile service 
providers can provide incentives, offers to customers who are going to 
change the venders



Example (2) 
Retail

• Looking at the purchase history reveals the buying preferences of the 
customers


• The results help the supermarkets design the placements of products on 
shelves and offers on items such as coupons on matching products and 
special discounts on some products.



Example (3) 
Market Basket Analysis

• This find the groups of items that are bought together in stores. 
Analysis of the transactions show the patterns such as which things 
are bought together often like bread and butter, or which items have 
higher sales volume on certain days such as beer on Fridays


• This information helps in planning the store layouts, offering a special 
discount to the items that are less in demand, creating offers such as 
“Buy 2 get 1 free” or “Get 50% on second purchase” etc



Example (4) 
e-Commerce

• Many e commerce sites use data mining over the purchasing history 
of the customers of the website


• The Amazon etc. show “People also viewed”, “Frequently bought 
together” to the customers who are interacting with the site



Example (5) 
Crime prevention

• Data mining detects outliers across a vast amount of data, the criminal 
data including all details of the crime that has happened. Data mining will 
study the criminal patterns and criminal trends and predict future events 
with better accuracy


• The agencies can find out which area is more prone to crime, how much 
police pesonnel should be deployed, which age group should be targeted, 
vehicle numbers to be scrutinized, etc.



Example (6) 
Research

• Researchers use Data Mining tools to explore the associations between 
the parameters under research such as environmental conditions like air 
pollution and the spread of diseases like asthma among people in 
targeted regions



Commercial and open-source software

• Weka


• Rapid miner


• Orange data miningtools



E.g. 
Fuzzy Data Mining  

for  
Anomaly Detection

Data are applied with fuzzy logic rules 

to 


classify them 

as 


normal or malicious


for the purpose

feature sets should be extracted from the row data


Both network traffic and system audit data are used as inputs




Popular two data mining methods

• Association rules and frequency episodes have been used to mine audit 
data to find normal patterns for anomaly intrusion detection (Lee, Stolfo 
and Mok (1998) “Mining audit danta tobuild intrusion detection models.” in 
Proceedings of the 4th international conference on knowledge discovery 
and data mining)



Association rule
• When presented with a set of audit data, the system will mine a set of fuzzy 

association rules from the data. 


• These rules will be considered a high level description of patterns of behavior 
found in the data.


• For anomaly detection, we mine a set of rules from a data set with no 
intrusions (termed a reference data set) and use this as a description of 
normal behavior. 


• When considering a new set of audit data, a set of association rules is mined 
from the new data and the similarity of this new rule set and the reference set 
is computed. If the similarity is low, then the new data will cause an alarm.



Notice that

• an intrusion that deviates only slightly from a pattern derived from the 
audit data may not be detected of a small change in normal behavior may 
cause a false alarm.



False negatives & False positive

• If the system warn when access is normal, it is called Falese negative


• If the system does not warn when access is abnormal, it is called False 
positive



Examples of features

• The CPU usage time and the connection duration


• The numbere of different TCP/UDP services initiated by the same source 
host



Examples of output

• IF the number different destination addresses during the last 2 seconds 
was high THEN an unusual situation exists


• IF the DP is high THEN and unusual situation exists


• IF the number of SYN flags is low AND the number of FIN flags is low 
THEN the number of RST flags  is low in a 2 second period


