A CLUSTERING MODEL USING ARTIFICIAL ANTS
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Abstract:

In this paper we will present a new clustering
algorithm for unsupervised learning. It is
inspired from the self-assembling behavior
observed in real ants where ants progressively
become attached to an existing support and
then successively to other attached ants. The
artificial ants that we have defined will similarly
build a tree. Each ant represents one data.
The way ants move and build this tree
depends on the similarity between the data.
We have compared our results to those
obtained by the k-means algorithm and by
AntClass on numerical databases (either
artificial or real,). We show that AntTree
significantly improves the clustering process.

Introduction:

Many data mining systems often require the
use of a clustering algorithm. Natural systems
have evolved in order to solve many problems
that can be related to clustering. Different
species have developed social behaviors to
tackle the problem of gathering objects or
individuals. For instance, we can cite the brood
sorting or cemetery organization of ants [5] or
the collective movements in different species
such as the ability of bacteria to form
surprising spatial patterns and aggregations [4].
Many researchers in computer science have
been inspired by real ants [8] and have defined
artificial ants paradigms for dealing with
optimization or machine learning problems [3].

In this paper, we propose the adaptation of a
new biological model which, as far as we know,
has never been used before to solve computer
science problems.

We model the ability of ants to build live
structures with their bodies [12] in order to
discover, in a distributed and unsupervised
way, a tree-structured organization of the data
set. This hierarchical structure can be
interpreted in several ways: it can be seen as a
partitioning of the data (that we will compare
with other clustering methods), or it can be
used for data visualization purposes, as in
hierarchical clustering [9].
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A model for self-assembling behaviors in
real ants:

Real ants provide a stimulating self-
organization model for the clustering problem.
Previous models involve the ability of ants to
sort objects [13][10][6][14] or to build a colonial
odor [11]. Here, we consider another
biologically observed behavior: Ants are able
to build mechanical structures by a self-
assembling behavior. This can be for instance
the formation of drops constituted of ants [15],
or the building of chains by ants with their
bodies in order to link leaves together [12].
These types of self-assembly behavior have
been observed with Linepithema humiles
Argentina ants and African ants of gender
Oecophylla longinoda. The goal of drop
structures built L. humiles is today still
obscure. This ability has been recently
experimentally demonstrated [15]. The drop
can sometimes fall down. For Oecophylla
longinoda ants, it can be observed that two
types of chains are built: for crossing an empty
space, and on the other hand for building their
nest [12]. In both cases, crossing chains and
building chains, these structures disaggregate
after a given time.

From these self-assembly behaviors, we can
extract properties that will constitute the
framework of our algorithm:

e Ants build this type of live structures
starting from a fixed support (stem,
leaf,...),

e Ants can move on this structure whilst
it is being currently built,

e Ants can cling anywhere on the
structure because every position can
be reached. Nevertheless, in the
formation of chains for example, ants
will preferably fix themselves at the
end of the chain, because they are
attracted by gravity or by the object to
reach,

e The majority of ants which constitute
the structure can be blocked without
any possibility of displacement. For
example, in the case of a chain of ants,



this corresponds to ants placed in the
middle of the chain,

e Some ants (a number generally much
more reduced than for blocked ants
considered in the previous point) are
connected to the structure but with a
link which they maintain by themselves,
they can thus be detached from the
structure whenever they want. In the
case of a chain of ants, this
corresponds to the ants placed at the
end of the chain,

e We can observe a phenomenon of
growth but also of decrease of the
structure.

In general, the motivation for using bio-
inspired clustering techniques is twofold: they
can avoid local minima thanks to their
probabilistic behavior and they can produce
high quality results without any prior
knowledge of data structure (such as the
number of clusters or an initial partition). In this
work, in addition to these motivations, we are
especially interested in showing that this new
biological model may be a promising technique
for achieving parallel tree-based clustering.

The AntTree algorithm: General principles

To obtain a partitioning of the data, we build a
tree where nodes represent data and where
edges remain to be discovered. One should
notice that this tree will not be strictly
equivalent to a dendogram as used in standard
hierarchical clustering techniques:

Each node in our tree will correspond to one
data while this is not the case in general for
dendrograms, where data only correspond to
leaves [9].

We consider in the following that each data
can be described by any representation
language, provided that there exists a similarity
measure between two data. In the following,
we denote this similarity

measure by Sim(i, j) which gives, for a couple
of data (di, dj), i in [1,N], j in [1,N], a value in
[0,1] (N indicates the number of data). 0
means that di and dj are totally different and 1
means that they are identical. We do not need
any additional hypothesis about data
representation.
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Connected
Ant

Figure 2

The main principles of our algorithm called
AntTree are the following (see figure 1): each
ant represents a node of the tree to be
assembled, i.e. a data to be clustered. On the
basis of a root materialized by a fictitious node
ap which represents the support on which the
tree will be built, ants will gradually fix
themselves on this initial node, and then
successively on the ants fixed to this node,
and so on until all ants are attached to the
structure.

All these moves and these fixings depend on
the value returned by Sim(i, j), and on the local
neighborhood of the moving ants. Thus, for
each ant aj, i in [1, N] we need to define the
following concepts:

e the outgoing link of ai is the link that ai
can maintain toward another ant,

e the incoming links of ai are the links
that the other ants maintain toward ai,
these bonds can be the legs of the ant,

o the data direpresented by ai,

e a similarity threshold T_Sim_ai and a
dissimilarity threshold T_Dissim_ai
that will be locally updated by ai.



During the assembly of the structure, each ant
ai will be either:

e Moving on the tree: ai moving over
the support a, or over another ant
denoted by a pos, but ai is not
connected to the structure (see the
ants colored in gray on figure 1} and
2). It is thus completely free to move
on the support or toward another ant
within its neighborhood. If a_pos
denotes the ant where aj is located on,
then ai will move randomly to any
immediate neighbors of a_pos in the
tree (considering in this case that
edges are undirected, as shown in
figure 2),

e Connected to the tree: ai can no be
longer released anymore from the
structure. Moreover we will consider
the fact that each ant has only one
outgoing link toward other ants and
cannot have more than L _max
incoming links from other ants. This
enables us to build a tree having a
maximum degree of L_max links for
any given node (see figure 2).

Experimental results:

In order to evaluate and compare results
obtained by AntTree, we have used databases
where data is represented with numerical
attributes (one data is a vector of real).

Two kinds of databases are used: artificially
generated ones (Art1,..., Art8) and real ones
(Iris, Wine, Glass, Pima, Soybean and Thyroid)
from the Machine Learning Repository [1]. We
have also used data from the CE.R.LE.S.
Research center on healthy human skin
domain [7]. These databases are supervised
ones because for each data we know the
cluster it belongs to. In this way, it is possible
to evaluate the clusters we obtain with respect
to these real classes (but of course real
classes are not given to the clustering
methods).

We denote by ki the known class number for
data di and by k'i the class number computed
by a clustering method. K corresponds to the
real number of classes and K’ corresponds to
the number of classes found by one of our
methods. We have used the following
classification error measure:
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where :

Database AntTree
Eclop.] K [ox]

Artl 075 [0.00] I [0.00]
Art2 0500 0,00 I [0
ATt3 058 [0.00] I [0L00]
Aot 043 [0.00] 3 (000
ATtS 036 [0.00] 2 [0.00]
Aty 053 0,00 I [0 00
ArtT 0,54 10,00 4 [0
ATtE O.G ] [0.00 5 [0.00]
[ris O.GT 0.0 I [0
Wine 065 [0.00] 2[00
(ilass 071 0.0 3 [0.00]
Pima 045 0,00 I 0.0
Soybean 015 0,00 3 [0.00]
Thyroid 038 [0.00] 3 [0.00]
CERIES 0,76 [0.00] 2 [0.00]

Table 1: Results obtained by AntTree. Ec
corresponds to the averaged classification
error on 50 runs and K' to the averaged
number of classes, o_Ec and o _K"' are the
corresponding standard deviations, and N
a number of data.

database 10-Means AntClass
Eclog.] K'log] | Eclog.] K'[og:]

Artl 0180017  S358[0.08] | 0.15[0.05]  4.2271.15]
Art2 038 [0.01]  8352[0.96] | 041 [0.01] 12,32 [2.01]
Art3 0310017 B28[0.96] | 0.35[0.01)] 14.66 [2.68
Artd 032 [0.02]  638[0.75] | 0.29[0.23] 1658 [0.84]
ArtS 0.08 [0.01]  8B2[0.01] | 0.08 [0.01] 11.36 [1.94]
Arth 0.10[0.02]  S46[1.08] | 0.11[0.13]  3.74[1.38)]
ArtT 087 [0.02]  7.7611.03] | 0.17 [0.24] 138 [0.60]
Art® 088 [0.01]  S78[0.83] | 0.92 [0.01] 13.06 [2.18]
Iris 018 [003]  TAZ[LI] | 019 [0.08)  3.52[1.39]
wine 0270017 964 [0.52] | 051011 6.46[2.10]
Glass 0.29[0.02]  9.44[0.70] | 040 [0.06] S60[2.01)
Pima 0.50 [0.01]  9.90[0.36] | 047 [0.02]  6.10[1.84)
Soybean | 0.13[0.02]  8.82[0.97] | 0.54 [0.17] 160 [0.49]
Thyroid | 042 [0.02] 956 [0.57] | 0.22[0.09]  5.84]1.33]
CERIES | 0.110.01]  938[0.63]) | 0.27[0.15]  3.40[1.06

Table 2: Results obtained with 10-means
and AntClass algorithms.



We have compared AntTree with other
clustering algorithms: AntClass [14], a
clustering algorithm inspired by a colony of
artificial ants, and the K-means algorithm
initialized with 10 randomly generated initial
partitions (the data used for experimentation
do not contain more than 10 clusters).

Table 1 and 2 shows the results obtained for
the 10-means, AntClass and AntTree. We can
see that AntTree gives an averaged error
which is lower than AntClass for Art2, Art3,
Art4, Art8, Pima and soybean and almost
similar for Art1, glass, thyroid. Moreover, for
the majority of the databases, the number of
clusters found by AntTree is closer to the
number of real classes than the number found
by AntClass (10 databases out of 15).

AntTree is also better than 10-means method
for Art2, Art3, Art4, Art7, Art8, Pima, soybean
and thyroid. Moreover, the number of classes
found by AntTree is also better (14 databases
out of 15) for these second results. According
to the standard deviations, we can also note
that AntTree is more precise than AntClass
and 10-means.

Conclusion

We have described a new algorithm directly
inspired from the ants self-assembly behavior
and its application to the unsupervised learning
problem. This method has been successfully
compared with the k-means and the AntClass
algorithms, those results are extremely
encouraging and the main perspective of this
work is to keep on studying this promising
model.
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