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Abstract
This paper presents a taxonomy of intrusion detection systems that is then used to survey and classify a number of research prototypes. The taxonomy consists of a classification first of the detection principle, and second of certain operational aspects of the intrusion detection system as such. The systems are also grouped according to the increasing difficulty of the problem they attempt to address. These classifications are used predictively, pointing towards a number of areas of future research in the field of intrusion detection.

1 Introduction
There is currently a need for an up-to-date, thorough taxonomy and survey of the field of intrusion detection. This paper presents such a taxonomy, together with a survey of the important research intrusion detection systems to date and a classification of these systems according to the taxonomy. It should be noted that the main focus of this survey is intrusion detection systems, in other words major research efforts that have resulted in prototypes that can be studied both quantitatively and qualitatively.

A taxonomy serves several purposes [FC93]:

Description It helps us to describe the world around us, and provides us with a tool with which to order the complex phenomena that surround us into more manageable units.

Prediction By classifying a number of objects according to our taxonomy and then observing the ‘holes’ where objects may be missing, we can exploit the predictive qualities of a good taxonomy. In the ideal case, the classification points us in the right direction when undertaking further studies.

Explanation A good taxonomy will provide us with clues about how to explain observed phenomena.

We aim to develop a taxonomy that will provide at least some results in all areas outlined above. With one exception [DDW99], previous surveys have not been strong when it comes to a more systematic, taxonomic approach. Surveys such as [Lun88, MDL+90, HDL+90, ESP95] are instead somewhat superficial and dated by today’s standards. The one previous attempt at a taxonomy [DDW99] falls short in some respects, most notably in the discussion of detection principles, where it lacks the necessary depth.
2 Introduction to intrusion detection

Intrusion detection systems are the ‘burglar alarms’ (or rather ‘intrusion alarms’) of the computer security field. The aim is to defend a system by using a combination of an alarm that sounds whenever the site’s security has been compromised, and an entity—most often a site security officer (SSO)—that can respond to the alarm and take the appropriate action, for instance by ousting the intruder, calling on the proper external authorities, and so on. This method should be contrasted with those that aim to strengthen the perimeter surrounding the computer system. We believe that both of these methods should be used, along with others, to increase the chances of mounting a successful defence, relying on the age-old principle of defence in depth.

It should be noted that the intrusion can be one of a number of different types. For example, a user might steal a password and hence the means by which to prove his identity to the computer. We call such a user a masquerader, and the detection of such intruders is an important problem for the field. Other important classes of intruders are people who are legitimate users of the system but who abuse their privileges, and people who use pre-packed exploit scripts, often found on the Internet, to attack the system through a network. This is by no means an exhaustive list, and the classification of threats to computer installations is an active area of research.

Early in the research into such systems two major principles known as anomaly detection and signature detection were arrived at, the former relying on flagging all behaviour that is abnormal for an entity, the latter flagging behaviour that is close to some previously defined pattern signature of a known intrusion. The problems with the first approach rest in the fact that it does not necessarily detect undesirable behaviour, and that the false alarm rates can be high. The problems with the latter approach include its reliance on a well defined security policy, which may be absent, and its inability to detect intrusions that have not yet been made known to the intrusion detection system. It should be noted that to try to bring more stringency to these terms, we use them in a slightly different fashion than previous researchers in the field.

An intrusion detection system consists of an audit data collection agent that collects information about the system being observed. This data is then either stored or processed directly by the detector proper, the output of which is presented to the SSO, who then can take further action, normally beginning with further investigation into the causes of the alarm.

3 Previous work

Most, if not all, would agree that the central part of an intrusion detection system is the detector proper and its underlying principle of operation. Hence the taxonomies in this paper are divided into two groups: the first deals with detection principles, and the second deals with system characteristics (the other phenomena that are necessary to form a complete intrusion detection system).

In order to gain a better footing when discussing the field, it is illustrative to review the existing research into the different areas of intrusion detection starting at the source, the intrusion itself, and ending with the ultimate result, the decision.

Obviously, the source of our troubles is an action or activity that is generated by the intruder. This action can be one of a bewildering range, and it seems natural to start our research into how to construct a detector by first studying the nature of the signal that we wish to detect. This points to the importance of constructing taxonomies of computer security intrusions, but, perhaps surprisingly, the field is not over-laden with literature. Such classifications of computer security violations that exist [LJ97, NP89] are not directed towards intrusion detection, and on closer study they appear to be formulated at too high a level of representation to be applicable to the problem in hand. We know of only one study that connects the classification of different computer security violations to the problem of detection, in this case the problem of what traces are necessary to detect intrusion after the fact [ALGJ98].

From the nature of the source we move to the question of how how to observe this source, and what problems we are likely to have in doing so. In a security context, we would probably perform some sort of security audit, resulting in a security audit log. Sources of frustration when undertaking logging include the fact that we may not be able to observe our subject directly in
isolation; background traffic will also be present in our log, and this will most likely come from benign usage of the system. In other words, we would have an amount of traffic that is to varying degrees similar to the subject we wish to observe. However, we have found no study that goes into detail on the subject of what normal traffic one might expect under what circumstances. Although one paper states that in general it is probably not possible [HL93], we are not as pessimistic. With a sufficiently narrow assumption of operational parameters for the system, we believe useful results can be achieved.

This brings us to the results of the security logging—in other words what can we observe—and what we suspect we should observe given an idea of the nature of the security violation, background behaviour, and observation mechanism. One issue, for example, is be precisely what data to commit to our security log. Again the literature is scarce, although for instance [ALGJ98, HL93, LB98] address some of the issues, albeit from different angles.

How then to formulate the rule that governs our intrusion detection decision? Perhaps unsurprisingly given the state of research into the previous issues, this also has not been thoroughly addressed. More often than not we have to reverse engineer the decision rule from the way in which the detector is designed, and often it is the mechanism that is used to implement the detector rather than the detection principle itself. Here we find the main body of research: there are plenty of suggestions and implementations of intrusion detectors in the literature, [AFV95, HDL+90, HCM92, WP96] to name but a few. Several of these detectors employ several, distinct decision rules, however, and as we will see later, it is thus often impossible to place the different research prototypes into a single category. It becomes more difficult to classify the detection principle as such because, as previously noted, it is often implicit in the work cited. Thus we have to do the best we can to classify as precisely as possible given the principle of operation of the detector. Some work is clearer in this respect, for example [LP99].

In the light of this, the main motivation for taking an in-depth approach to the different kinds of detectors that have been employed is that it is natural to assume that different intrusion detection principles will behave differently under different circumstances. A detailed look at such intrusion detection principles is thus in order, giving us a base for the study of how the operational effectiveness is affected by the various factors. These factors are the intrusion detector, the intrusion we wish to detect, and the environment in which we wish to detect it.

Such a distinction has not been made before, as often the different intrusion detection systems are lumped together according to the principle underlying the mechanism used to implement the detector. We read of detectors based on an expert system, an artificial neural network, or—least convincingly—a data mining approach.

4 A taxonomy of intrusion detection principles

The taxonomy described below is intended to form a hierarchy shown in table 1. A general problem is that most references do not describe explicitly the decision rules employed, but rather the framework in which such rules could be set. This makes it well nigh impossible to classify down to the level of detail that we would like to achieve. Thus we often have to stop our categorisation when we reach the level of the framework, for example the expert system, and conclude that while the platform employed in the indicated role would probably have a well defined impact on the operational characteristics of the intrusion detection principle, we cannot at present categorise that impact. Due both to this and the fact that the field as a whole is still rapidly expanding, the present taxonomy should of course be seen as a first attempt.

Since there is no established terminology, we are faced with the problem of finding satisfactory terms for the different classes. Wherever possible we have tried to find new terms for the phenomena we are trying to describe. However, it has not been possible to avoid using terms already in the field that often have slightly differing connotations or lack clear definitions altogether. For this reason we give a definition for all the terms used below, and we wish to apologise in advance for any confusion that may arise should the reader already have a definition in mind for a term used.
<table>
<thead>
<tr>
<th>Classification</th>
<th>Self-learning</th>
<th>Time Series</th>
<th>Simple Rule-Based</th>
<th>Signature Inspired</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anomaly</td>
<td>Self-learning</td>
<td>W&amp;S A.4</td>
<td>W&amp;ES A.3, NIDES A.14, EMERALD A.19</td>
<td>Ripper A.21</td>
</tr>
<tr>
<td>Non Time Series</td>
<td>Rule Modelling</td>
<td>Descriptive Statistics</td>
<td>IDES A.3, NIDES A.14, EMERALD A.19, JiNao A.18, Haystack A.1</td>
<td></td>
</tr>
<tr>
<td>Programmed</td>
<td>Descriptive Stat</td>
<td>ANN</td>
<td>Hyperview(1) A.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Simple Stat</td>
<td>Simple Stat</td>
<td>MIDAS(1) A.2, NADIR(1) A.7, Haystack(1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Simple Rule-Based</td>
<td>Threshold</td>
<td>NSM A.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>State-Modelling</td>
<td>State-Transition</td>
<td>USTAT A.11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Petri-Net</td>
<td>Petri-Net</td>
<td>IDIOT A.13</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Expert-System</td>
<td>NIDES A.14, EMERALD A.19, MIDAS-direct A.2, DIDS A.9, MIDAS(2) A.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>String-Matching</td>
<td>NSM A.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Simple Rule-Based</td>
<td>NADIR A.7, NADIR(2) A.7, ASAX A.10, Bro A.20, JiNao A.18, Haystack(2) A.1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Letter and number provide reference to section where it is described*  
*Number in brackets indicates level of two tiered detectors.*
4.1 Anomaly detection

Anomaly In anomaly detection we watch not for known intrusion—the signal—but rather for abnormalities in the traffic in question; we take the attitude that something that is abnormal is probably suspicious. The construction of such a detector starts by forming an opinion on what constitutes normal for the observed subject (which can be a computer system, a particular user etc.), and then deciding on what percentage of the activity to flag as abnormal, and how to make this particular decision. This detection principle thus flags behaviour that is unlikely to originate from the normal process, without regard to actual intrusion scenarios.

4.1.1 Self-learning systems

Self-learning Self-learning systems learn by example what constitutes normal for the installation; typically by observing traffic for an extended period of time and building some model of the underlying process.

Non-time series A collective term for detectors that model the normal behaviour of the system by the use of a stochastic model that does not take time series behaviour into account.

Rule modelling The system itself studies the traffic and formulates a number of rules that describe the normal operation of the system. In the detection stage, the system applies the rules and raises the alarm if the observed traffic forms a poor match (in a weighted sense) with the rule base.

Descriptive statistics A system that collects simple, descriptive, mono-modal statistics from certain system parameters into a profile, and constructs a distance vector for the observed traffic and the profile. If the distance is great enough the system raises the alarm.

Time series This model is of a more complex nature, taking time series behaviour into account. Examples include such techniques such as a hidden Markov model (HMM), an artificial neural network (ANN), and other more or less exotic modelling techniques.

ANN An artificial neural network (ANN) is an example of a ‘black box’ modelling approach. The system’s normal traffic is fed to an ANN, which subsequently ‘learns’ the pattern of normal traffic. The output of the ANN is then applied to new traffic and is used to form the intrusion detection decision. In the case of the surveyed system this output was not deemed of sufficient quality to be used to form the output directly, but rather was fed to a second level expert system stage that took the final decision.

4.1.2 Programmed

Programmed The programmed class requires someone, be it a user or other functionary, who teaches the system—programs it—to detect certain anomalous events. Thus the user of the system forms an opinion on what is considered abnormal enough for the system to signal a security violation.

Descriptive statistics These systems build a profile of normal statistical behaviour by the parameters of the system by collecting descriptive statistics on a number of parameters. Such parameters can be the number of unsuccessful logins, the number of network connections, the number of commands with error returns, etc.

Simple statistics In all cases in this class the collected statistics were used by higher level components to make a more abstract intrusion detection decision.

Simple rule-based Here the user provides the system with simple but still compound rules to apply to the collected statistics.
Threshold  This is arguably the simplest example of the programmed—descriptive statistics detector. When the system has collected the necessary statistics, the user can program predefined thresholds (perhaps in the form of simple ranges) that define whether to raise the alarm or not. An example is ’(Alarm if) number of unsuccessful login attempts > 3.’

Default deny  The idea is to state explicitly the circumstances under which the observed system operates in a security-benign manner, and to flag all deviations from this operation as intrusive. This has clear correspondence with a default deny security policy, formulating, as does the general legal system, that which is permitted and labelling all else illegal. A formulation that while being far from common, is at least not unheard of.

State series modelling  In state series modelling, the policy for security benign operation is encoded as a set of states. The transitions between the states are implicit in the model, not explicit as when we code a state machine in an expert system shell. As in any state machine, once it has matched one state, the intrusion detection system engine waits for the next transition to occur. If the monitored action is described as allowed the system continues, while if the transition would take the system to another state, any (implied) state that is not explicitly mentioned will cause the system to sound the alarm. The monitored actions that can trigger transitions are usually security relevant actions such as file accesses (reads and writes), the opening of ‘secure’ communications ports, etc.

The rule matching engine is simpler and not as powerful as a full expert system. There is no unification, for example. It does allow fuzzy matching, however—fuzzy in the sense that an attribute such as ‘Write access to any file in the /tmp directory’ could trigger a transition. Otherwise the actual specification of the security-benign operation of the program could probably not be performed realistically.

4.2 Signature detection

Signature  In signature detection the intrusion detection decision is formed on the basis of knowledge of a model of the intrusive process and what traces it ought to leave in the observed system. We can define in any and all instances what constitutes legal or illegal behaviour, and compare the observed behaviour accordingly.

It should be noted that these detectors try to detect evidence of intrusive activity irrespective of any idea of what the background traffic, i.e. normal behaviour, of the system looks like. These detectors have to be able to operate no matter what constitutes the normal behaviour of the system, looking instead for patterns or clues that are thought by the designers to stand out against the possible background traffic. This places very strict demands on the model of the nature of the intrusion. No sloppiness can be afforded here if the resulting detector is to have an acceptable detection and false alarm rate.

Programmed  The system is programmed with an explicit decision rule, where the programmer has himself prefILTERED away the influence of the channel on the observation space. The detection rule is simple in the sense that it contains a straightforward coding of what can be expected to be observed in the event of an intrusion.

Thus, the idea is to state explicitly what traces of the intrusion can be thought to occur uniquely in the observation space. This has clear correspondence with a default permit security policy, or the formulation that is common in law, i.e. listing illegal behaviour and thereby defining all that is not explicitly listed as being permitted.

State-modelling  State-modelling encodes the intrusion as a number of different states, each of which has to be present in the observation space for the intrusion to be considered to have taken place. They are by their nature time series models. Two subclasses exist: in the first, state transition, the states that make up the intrusion form a simple chain that has to be traversed from beginning to end; in the second,
petri-net, the states form a petri-net. In this case they can have a more general tree structure, in which several preparatory states can be fulfilled in any order, irrespective of where in the model they occur.

**Expert-system** An expert system is employed to reason about the security state of the system, given rules that describe intrusive behaviour. Often forward-chaining, production-based tool are used, since these are most appropriate when dealing with systems where new facts (audit events) are constantly entered into the system. These expert systems are often of considerable power and flexibility, allowing the user access to powerful mechanisms such as unification. This often comes at a cost to execution speed when compared with simpler methods.

**String matching** String matching is a simple, often case sensitive, substring matching of the characters in text that is transmitted between systems, or that otherwise arise from the use of the system. Such a method is of course not in the least flexible, but it has the virtue of being simple to understand. Many efficient algorithms exist for the search for substrings in a longer (audit event) string.

**Simple rule-based** These systems are similar to the more powerful expert system, but not as advanced. This often leads to speedier execution.

### 4.3 Compound detectors

**Signature inspired** These detectors form a compound decision in view of a model of both the normal behaviour of the system and the intrusive behaviour of the intruder. The detector operates by detecting the intrusion against the background of the normal traffic in the system. At present, we call these detectors ‘signature inspired’ because the intrusive model is much stronger and more explicit than the normal model. These detectors have—at least in theory—a much better chance of correctly detecting truly interesting events in the supervised system, since they both know the patterns of intrusive behaviour and can relate them to the normal behaviour of the system. These detectors would at the very least be able to qualify their decisions better, i.e. give us an improved indication of the quality of the alarm. Thus these systems are in some senses the most ‘advanced’ detectors surveyed.

**Self learning** These systems automatically learn what constitutes intrusive and normal behaviour for a system by being presented with examples of normal behaviour interspersed with intrusive behaviour. The examples of intrusive behaviour must thus be flagged as such by some outside authority for the system to be able to distinguish the two.

**Automatic feature selection** There is only one example of such a system in this classification, and it operates by automatically determining what observable features are interesting when forming the intrusion detection decision, isolating them, and using them to form the intrusion detection decision later.

### 4.4 Discussion of classification

While some systems in table 1 appear in more than one category, this is not because the classification is ambiguous but because the systems employ several different principles of detection. Some systems use a two-tiered model of detection, where one lower level feeds a higher level. These systems (MIDAS, NADIR, Haystack) are all of the type that make signature—programmed—default permit decisions on anomaly data. One could of course conceive of another type of detector that detects anomalies from signature data (or alarms in this case) and indeed one such system has been presented in [MCZH99], but unfortunately the details of this particular system are so sketchy as to preclude further classification here.

It is probable that the detection thresholds of these systems, at least in the lower tier, can be lowered (the systems made more sensitive) because any ‘false alarms’ at this level can be mitigated at the higher level.
It should be noted that some of the more general mechanisms surveyed here could be used to implement several different types of detectors, as is witnessed by some multiple entries. However, most of the more recent papers do not go into sufficient detail to enable us draw more precise conclusions. Examples of the systems that are better described in this respect are NADIR, MIDAS, and the P-BEST component of EMERALD.

4.4.1 Orthogonal concepts

From study of the taxonomy, a number of orthogonal concepts become clear: anomaly/signature on the one hand, and self-learning/programmed on the other. The lack of detectors in the signature—self-learning class is conspicuous, particularly since detectors in this class would probably prove useful, combining as they do the advantages of self-learning systems—they do not have to perform the arduous and difficult task of specifying intrusion signatures—with the detection efficiency of signature based systems.

4.4.2 High level categories

We see that the systems classified fall into three clear categories depending on the type of intrusion they detect most readily. In order of increasing difficulty they are:

Well known intrusions Intrusions that are well known, and for which a ‘static’, well defined pattern can be found. Such intrusions are often simple to execute, and have very little inherent variability. In order to exploit their specific flaw they must be executed in a straightforward, predictable manner.

Generalisable intrusions These intrusions are similar to the well known intrusions, but have a larger or smaller degree of variability. These intrusions often exploit more general flaws in the attacked system, and there is much inherent opportunity for variation in the specific attack that is executed.

Unknown intrusions These intrusions have the weakest coupling to a specific flaw, or one that is very general in nature. Here, the intrusion detection system does not really know what to expect.

4.4.3 Examples of systems in the high level categories

A few examples of systems that correspond to these three classes will serve to illustrate how the surveyed systems fall into these three categories.

Well known intrusions First we have the simple, signature systems that correspond to the well known intrusions class. The more advanced (such as IDIOT) and general (such as P-BEST in EMERALD) move towards the generalisable intrusions class by virtue of their designers’ attempts to abstract the signatures, and take more of the expected normal behaviour into account when specifying signatures [LP99]. However, the model of normal behaviour is still very weak, and is often not outspoken; the designers draw on experience rather than on theoretical research in the area of expected source behaviour.

Generalisable intrusions The generalisable intrusions category is only thinly represented in the survey. It corresponds to a signature of an attack that is ‘generalised’ (specified on a less detailed level) leaving unspecified all parameters that can be varied while still ensuring the success of the attack. Some of the more advanced signature based systems have moved towards this ideal, but still have a long way to go. The problem is further compounded the systems’ lack of an clear model of what constitutes normal traffic. It is of course more difficult to specify a general signature, while remaining certain that the normal traffic will not trigger the detection system. The only example of a self-learning, compound system (RIPPER) is interesting, since by its very nature it can accommodate varying intrusion signatures merely by being confronted by different variations on the same theme of attack. It is not known how easy or difficult it would be in
practice to expand its knowledge of the intrusive process by performing such variations. It is entirely possible that RIPPER would head in the opposite direction and end up over-specifying the attack signatures it is presented with, which would certainly lower the detection rate.

**Unknown intrusions** The third category, *unknown intrusions*, contains the anomaly detectors, in particular because they are employed to differentiate between two different users. This situation can be modelled simply as the original user (stochastic process) acting in his normal fashion, and a masquerader (different stochastic process) acting intrusively, the problem then becoming a clear example of the uncertainties inherent detecting an unknown intrusion against a background of normal behaviour. This is perhaps the only case where this scenario corresponds directly to a security violation, however. In the general case we wish to employ anomaly detectors to detect intrusions that are novel to us, i.e. where the signature is not yet known. The more advanced detectors such as the one described in [LB98] do indeed operate by differentiating between different stochastic models. However, most of the earlier ones, that here fall under the descriptive statistics heading, operate without a source model, opting instead to learn the behaviour of the background traffic and flag events that are unlikely to emanate from the known, non-intrusive model.

In the case where we wish to detect intrusions that are novel to the system, anomaly detectors would probably operate with a more advanced source model. Here the strategy of flagging behaviour that is unlikely to have emanated from the normal (background) traffic probably results in less of a direct match. It should be noted that research in this area is still in its infancy. Anomaly detection systems with an explicit intrusive source model would probably have interesting characteristics although we will refrain from making any predictions here.

### 4.4.4 Effect on detection and false alarm rates

It is natural to assume that the more difficult the problem (according to the scale presented in section 4.4.2), the more difficult the accurate intrusion detection decision, but it is also the case that the intrusion detection problem to be solved becomes more interesting as a result. This view is supported by the classification above, and the claims made by the authors of the classified systems, where those who have used ‘well known intrusions’ detection are the first to acknowledge that modifications in the way the system vulnerability is exploited may well mean the attack goes undetected [Pax88, HCMM92, HDL + 90]. In fact, these systems all try to generalise their signature patterns to the maximum in order to avoid this scenario, and in so doing also move towards the ‘generalisable intrusions’ type of detector. The resulting detector may well be more robust, since less specific information about the nature of its operation is available to the attacker.

RIPPER is the only tool in this survey that can claim to take both an intrusion model and normal behaviour model into account. Thus it is able to make a complex, threshold based decision, not two tiered as is the case with some others. These detectors will by their very nature resemble signature based systems since we still have a very incomplete knowledge of what intrusive processes look like in computer systems. These systems will in all likelihood never detect an intrusion that is novel to them. However, by employing a complete source model, they promise the best performance with regard to detection and false alarm rates. Indeed, if the source models can be specified with sufficient (mathematical) accuracy, a theoretically optimal, or near optimal, detector can be constructed, and its optimal detection and false alarm rates calculated.

The main interest in intrusion detectors is of course in the degree to which they can correctly classify intrusions and avoid false alarms. We call this parameter *effectiveness*. There has not been much study of the effectiveness of intrusion detection systems to date, although in the past year some work in this field has been presented [LGG + 98, WFP99]. These studies are still weak when it comes to the classification both of intrusions and of signal and channel models, so it is difficult to draw any conclusions from them. The one paper which is both strong on the modelling and the claims it makes is [HL93], and interestingly the work presented there suggests that some types of intrusion detectors—those that fall into the anomaly—self learning—non-time series category above—could have a difficult time living up to realistic effectiveness goals, as claimed in [Axe99].
Furthermore, the *anomaly—programmed—descriptive stat* class of detectors, is probably not as interesting, especially in light of how easily they are avoided once the attacker has learned of their existence. They are probably useful as a first step on which to base further intrusion detection decisions. It should be noted that the systems surveyed that use this technique are all old by today’s standards. We do not know why this line of research was not continued.

5 A taxonomy of system characteristics

Turning to the research systems, it became apparent that they consist of more than just a detector. For this reason we have built a taxonomy of ‘system characteristics,’ i.e those characteristics that do not pertain directly to the detection principle. Having thus divided the groups of systems based on their approach to detecting an intrusion in audit data, a closer study reveals the following dichotomies in other system characteristics.

**Time of detection** Two main groups can be identified: those that attempt to detect intrusions in *real-time* or near real-time, and those that process audit data with some delay, postponing detection (*non-real-time*), which in turn delays the time of detection. Without any real exceptions, the surveyed systems that fall into the real-time category can also be run, off-line, on historical audit data. This is most likely because it makes it possible to simplify the verification process as the system is being developed, but of course it can sometimes be valuable to run an otherwise real-time capable system on previously saved data to establish past, security-critical events.

**Granularity of data-processing** This is a category that contrasts systems that process data *continuously* with those that process data in *batches* at a regular interval. This category is linked with the *time of detection* category above, but it should be noted that they do not overlap, since a system could process data continuously with a (perhaps) considerable delay, or could process data in (small) batches in ‘real-time’.

**Source of audit data** The two major sources of audit data in the surveyed systems are *network data* (typically data read directly off a multicast network such as Ethernet) and *host based* security logs. The host based logs can include operating system kernel logs, application program logs, network equipment (such as routers and firewalls) logs, etc.

**Response to detected intrusions** *Passive* versus *active*. Passive systems respond by notifying the proper authority, and they do not themselves try to mitigate the damage done, or actively seek to harm or hamper the attacker. Active systems may be further divided into two classes:

1. Those that exercise control over the *attacked* system, i.e. they modify the state of the attacked system to thwart or mitigate the effects of the attack. Such control can take the form of terminating network connections, increasing the security logging, killing errant processes, etc.

2. Those that exercise control over the *attacking* system, i.e they in turn attack in an attempt to remove the attacker’s platform of operation. Since this is difficult to defend in court, we do not envision much interest in this approach outside military or law enforcement circles.

Of the systems surveyed, one severs network connections in response to suspected attacks, and one blocks suspect system calls, terminating the process if this option fails. This mode of defence is generally difficult to field since it opens up the system to obvious denial of service attacks.

**Locus of data-processing** The audit data can either be processed in a *central* location, irrespective of whether the data originates from one—possibly the same—site or is collected and collated from many different sources in a *distributed* fashion.

**Locus of data-collection** Audit data for the processor/detector can be collected from many different sources in a *distributed* fashion, or from a single point using the *centralised* approach.
**Security** The ability to withstand hostile attack against the intrusion detection system itself. This area has been little studied. A basic classification would use a high—low scale. The surveyed systems, with one exception, all fall into the latter category.

**Degree of inter-operability** The degree to which the system can operate in conjunction with other intrusion detection systems, accept audit data from different sources, etc. This is not the same as the number of different platforms on which the intrusion detection system itself runs.

In fairness it should be said that not all of these categories are dichotomies in the true sense. However, the author believes that many of the surveyed systems display sufficient differences for it to be meaningful to speak of a dichotomy.
Table 2: Classification of the surveyed systems according to system characteristics

<table>
<thead>
<tr>
<th>Name of system</th>
<th>Pub. year</th>
<th>Time of detection</th>
<th>Granularity</th>
<th>Audit source</th>
<th>Type of response</th>
<th>Data-processing</th>
<th>Data-collection</th>
<th>Security</th>
<th>Inter-oper.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Haystack [Sma88]</td>
<td>1988</td>
<td>non-real</td>
<td>batch</td>
<td>host</td>
<td>passive</td>
<td>centralised</td>
<td>centralised</td>
<td>low</td>
<td>low</td>
</tr>
<tr>
<td>MIDAS [SSHW88]</td>
<td>1988</td>
<td>real</td>
<td>continuous</td>
<td>host</td>
<td>passive</td>
<td>centralised</td>
<td>centralised</td>
<td>low</td>
<td>low</td>
</tr>
<tr>
<td>IDES [LJL'88]</td>
<td>1988</td>
<td>real</td>
<td>continuous</td>
<td>host</td>
<td>passive</td>
<td>centralised</td>
<td>distributed</td>
<td>low</td>
<td>low</td>
</tr>
<tr>
<td>W&amp;S [VL89]</td>
<td>1989</td>
<td>real</td>
<td>continuous</td>
<td>host</td>
<td>passive</td>
<td>centralised</td>
<td>centralised</td>
<td>low</td>
<td>low&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Comp-Watch [DR90]</td>
<td>1990</td>
<td>non-real</td>
<td>batch</td>
<td>host</td>
<td>passive</td>
<td>centralised</td>
<td>centralised</td>
<td>low</td>
<td>low</td>
</tr>
<tr>
<td>NSM [HDL'90]</td>
<td>1990</td>
<td>real</td>
<td>continuous</td>
<td>network&lt;sup&gt;b&lt;/sup&gt;</td>
<td>passive</td>
<td>centralised</td>
<td>distributed</td>
<td>low</td>
<td>low&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>NADIR [JDS91]</td>
<td>1991</td>
<td>non-real</td>
<td>continuous</td>
<td>host&lt;sup&gt;c&lt;/sup&gt;</td>
<td>passive</td>
<td>centralised</td>
<td>distributed</td>
<td>low</td>
<td>low</td>
</tr>
<tr>
<td>Hyperview [DBS92]</td>
<td>1992</td>
<td>real</td>
<td>continuous</td>
<td>host&lt;sup&gt;d&lt;/sup&gt;</td>
<td>passive</td>
<td>centralised</td>
<td>centralised</td>
<td>low</td>
<td>low</td>
</tr>
<tr>
<td>DIDS [SSTG92]</td>
<td>1992</td>
<td>real</td>
<td>continuous</td>
<td>both&lt;sup&gt;e&lt;/sup&gt;</td>
<td>passive</td>
<td>centralised</td>
<td>distributed</td>
<td>low</td>
<td>low</td>
</tr>
<tr>
<td>ASAX [HCMM92]</td>
<td>1992</td>
<td>real&lt;sup&gt;f&lt;/sup&gt;</td>
<td>continuous</td>
<td>host&lt;sup&gt;f&lt;/sup&gt;</td>
<td>passive</td>
<td>centralised</td>
<td>centralised</td>
<td>low&lt;sup&gt;g&lt;/sup&gt;</td>
<td>higher&lt;sup&gt;i&lt;/sup&gt;</td>
</tr>
<tr>
<td>USTAT [Ilg93]</td>
<td>1993</td>
<td>real</td>
<td>continuous</td>
<td>host</td>
<td>passive</td>
<td>centralised</td>
<td>centralised</td>
<td>low</td>
<td>low&lt;sup&gt;k&lt;/sup&gt;</td>
</tr>
<tr>
<td>DPEM [KFL94]</td>
<td>1994</td>
<td>real</td>
<td>batch</td>
<td>host</td>
<td>passive</td>
<td>centralised</td>
<td>distributed</td>
<td>low</td>
<td>low</td>
</tr>
<tr>
<td>IDIOT [KS94b]</td>
<td>1994</td>
<td>real&lt;sup&gt;l&lt;/sup&gt;</td>
<td>continuous</td>
<td>host&lt;sup&gt;l&lt;/sup&gt;</td>
<td>passive</td>
<td>centralised</td>
<td>distributed</td>
<td>low</td>
<td>higher&lt;sup&gt;m&lt;/sup&gt;</td>
</tr>
<tr>
<td>NIDES [AFV95]</td>
<td>1995</td>
<td>real&lt;sup&gt;n&lt;/sup&gt;</td>
<td>continuous</td>
<td>host&lt;sup&gt;n&lt;/sup&gt;</td>
<td>passive</td>
<td>centralised</td>
<td>distributed</td>
<td>low&lt;sup&gt;o&lt;/sup&gt;</td>
<td>higher&lt;sup&gt;p&lt;/sup&gt;</td>
</tr>
<tr>
<td>GrIDS [ICCCF96]</td>
<td>1996</td>
<td>non-real</td>
<td>batch</td>
<td>both&lt;sup&gt;q&lt;/sup&gt;</td>
<td>passive</td>
<td>distributed</td>
<td>distributed</td>
<td>low</td>
<td>low</td>
</tr>
<tr>
<td>CSM [WP96]</td>
<td>1996</td>
<td>real</td>
<td>continuous</td>
<td>host</td>
<td>active&lt;sup&gt;r&lt;/sup&gt;</td>
<td>centralised</td>
<td>distributed</td>
<td>low</td>
<td>low</td>
</tr>
<tr>
<td>Janus [GWT96]</td>
<td>1996</td>
<td>real</td>
<td>continuous</td>
<td>host</td>
<td>active&lt;sup&gt;r&lt;/sup&gt;</td>
<td>centralised</td>
<td>distributed</td>
<td>low</td>
<td>low</td>
</tr>
<tr>
<td>JiNao [JGS'97]</td>
<td>1997</td>
<td>real</td>
<td>batch</td>
<td>'host'&lt;sup&gt;s&lt;/sup&gt;</td>
<td>passive</td>
<td>distributed</td>
<td>distributed</td>
<td>low</td>
<td>low</td>
</tr>
<tr>
<td>EMERALD [PN97]</td>
<td>1997</td>
<td>real</td>
<td>continuous</td>
<td>both</td>
<td>active</td>
<td>distributed</td>
<td>moderate</td>
<td>high</td>
<td></td>
</tr>
<tr>
<td>Bro [Pax88]</td>
<td>1998</td>
<td>real</td>
<td>network</td>
<td>passive</td>
<td>centralised</td>
<td>centralised</td>
<td>centralised</td>
<td>higher&lt;sup&gt;t&lt;/sup&gt;</td>
<td>low</td>
</tr>
</tbody>
</table>

<sup>a</sup> The authors clearly intend the method to be generally useful.  
<sup>b</sup> The first system to utilise the raw network traffic as a source of audit data.  
<sup>c</sup> One central network tap.  
<sup>d</sup> The use of network protocols common to several operating system architectures lends some interoperability from that perspective.  
<sup>e</sup> The hosts record information about network events, but the network is not used directly as a source of audit data.  
<sup>f</sup> DIDS has components that monitor both individual hosts (Hyperview) and network traffic (NSM) for audit data.  
<sup>g</sup> The network monitoring component lends some interoperability from a platform and/or operating system perspective.  
<sup>h</sup> Deduced from the proposed architecture.  
<sup>i</sup> The authors discuss the issue in some detail, and present a proposed architecture to remedy the problem somewhat.  
<sup>j</sup> The prototype presented is platform specific, and the authors discuss the general applicability of the method.  
<sup>k</sup> The user of the system can make the choice between real or non-real time processing.  
<sup>l</sup> Both types of processing are available.  
<sup>m</sup> NIDES can use host-based logs of network activity as input.  
<sup>n</sup> However, the authors are the first to discuss the problems with attacks against the intrusion detection system at length.  
<sup>o</sup> NIDES contains user support for easing the conversion of proprietary audit trails to NIDES format.  
<sup>p</sup> Primarily a network monitoring tool.  
<sup>q</sup> The prototype version is passive, but the authors foresee a future version to sever the connection that the intruder appears to be utilising.  
<sup>r</sup> The most active system surveyed.  
<sup>s</sup> The audit logs originate from network equipment, not the network directly, through network ‘sniffing’ hence the ‘host’ classification.  
<sup>t</sup> One central network tap.
5.1 A classification of system characteristics

Applying our taxonomy to the surveyed systems leads to the classification given in table 2 on the preceding page.

5.2 A short discussion of trends and constants

Since not enough is known about all the systems surveyed some have been left out of the classification. Since we have tabulated the system features according to the year of publication it becomes easy to note a number of trends and constants in the features surveyed.

5.2.1 Trends

Reading from left to right, the first trend we encounter is in the type of response category, where we see an interest in active response of late. It should be pointed out that research here is still young, and security concerns about the intrusion detection system itself raise the possibility of the attacker exploiting an active response to effect a denial of service attack on the system being monitored, or an innocent third party. There are also the legal ramifications of active response.

We also see a trend from centralised to distributed intrusion detection. This probably follows the trend in computing in general during the period surveyed, and the fact that distributed intrusion detection is viewed as a way to make the intrusion detection system scale as the monitored system grows [PN97].

Interest in increasing the security of the intrusion detection system itself also seems to be on the rise; as intrusion detection comes of age this is perhaps only natural. There is also a trend towards increasing inter-operability, which would coincide with the increased commercial interest in intrusion detection in the past few years.

5.2.2 Constants

We note that real time intrusion detection has always been a goal, which is hardly surprising. Perhaps more remarkable is that the audit source category has such an overwhelming number of host entries. One might have thought that network intrusion detection, often much discussed, would have had a bigger impact on the research prototypes, but this is evidently not the case. Problems with network intrusion detection such as ever increasing network speeds and, more recently, encryption, are probably at least a partial reason for this.

6 Conclusions

The construction of a taxonomy of intrusion detection principles proves to be a fruitful exercise that provides us with many insights into the field, and a number of lines for further research.

When completing the survey one is struck by the lack of research earlier in the detection chain, into taxonomies and models of intrusive and normal behaviour, and into what information to observe in order to detect intrusions, etc.

The lack of detectors in the signature—self-learning class is conspicuous, particularly since detectors in this class would probably prove very useful, combining the advantages of self-learning systems—not having to perform the arduous and difficult task of specifying intrusion signatures—with the detection efficiency of signature based systems.

Two tiered detectors also show promise. Some of the oldest systems are designed according to these principles, but there is little research into the specific abilities of such systems.

In more general terms, signature based systems with a more explicit normal behaviour model and anomaly based systems with a better formed intrusion/attack model are of interest, if only for the fact that current systems are, almost without exception, firmly entrenched in one camp or the other.

Furthermore, when we divide current detectors into three groups according to the difficulty of the problem they address, it would be interesting to see to what degree those that fall into the higher classes are able to live up to the requirements of detection and false alarm rates. These
problems are that much more difficult to solve, especially in view of more advanced attackers who may actively try to avoid being detected.

A few non-detection parameters were also studied and certain trends and constants were identified in past and present research, in particular the recent interest in security, active response, distributed systems and inter-operability.
Appendix A  Details of the surveyed systems

In the following, the term ‘authors’ is used to refer to the authors of the work being surveyed, while we refer to ourselves as the ‘present author.’

A.1 Haystack

The Haystack prototype [Sma88] was developed for the detection of intrusions in a multi-user Air Force computer system, then mainly a Unisys (Sperry) 1100/60 mainframe running the OS/1100 operating system. This was the standard Air Force computing platform at the time.

To detect intrusions the system employs two methods of detection: anomaly detection, and signature based detection. The anomaly detection is organised around two concepts; per user models of how users have behaved in the past, and pre-specified generic user group models that specify generic acceptable behaviour for a particular group of users. The combination of these two methods solves many of the problems associated with the application of any one of them in intrusion detection systems.

A.2 MIDAS: Expert systems in intrusion detection, a case study

MIDAS [SSHW88] was developed by the National Computer Security Centre (NCSC), in co-operation with the Computer Science Laboratory, SRI International, to provide intrusion detection for the NCSC’s networked mainframe, Dockmaster (a Honeywell DPS-8/70). This computer was primarily used for electronic communication within the employee community at NCSC and affiliated agencies. The authors acknowledge previous work by Denning et al. and work at Sytek as their main sources of inspiration.

MIDAS is built around the idea of heuristic intrusion detection. The authors take as their example the way in which a human site security officer would go about analysing audit logs manually to find evidence of intrusive behaviour.

MIDAS applies the Production Based Expert System Toolset (P-BEST) for intrusion detection. P-BEST is written in Lisp, and produces Lisp code that can be compiled and run on a dedicated Symbolics Lisp machine. The compilation of the expert system code into object code provides for the efficient execution of the expert system shell.

In MIDAS, P-BEST’s rule-base is populated with rules in three distinct categories. The structure of the rule base is two tiered. The first, lowest layer handles the immediate deduction about certain types of events such as ‘number of bad logins’, and asserts a fact to the effect that a particular threshold of suspicion has been reached when they fire. These suspicions are then processed by second layer rules that decide whether to proceed to raise an alarm based on the suspicion facts asserted by the lower level rules; for example, ‘This user is a masquerader because he has made 40 command errors in this session, he has tried the invalid commands suid and priv, and he is logged in at an unusual time.’ Taken together, this would be a strong indication that something is amiss, and the second level rule—representing a masquerader—would trigger, alerting the site security officer.

A.3 IDES—A real-time intrusion detection expert system

IDES is a classic intrusion detection system [LJL+88, LTG+92], and thus far one of the best documented. Strictly speaking there is no one IDES system, however, since the IDES project went on for a number of years, merging into the Next-Generation Intrusion Detection Expert System (NIDES) once the IDES project was officially complete. The IDES system thus underwent sometimes fundamental change as the research project progressed.

The basic motivation behind IDES is that users behave in a consistent manner from time to time, when performing their activities on the computer system, and that the manner in which they behave can be summarised by calculating various statistics for the user’s behaviour. Current activity on the system can then be correlated with the calculated profile, and deviations flagged as (possibly) intrusive behaviour.

The 1988 prototype of IDES differed from the original prototype in many respects. It runs on two Sun-3 workstations, one Sun-3/260 that maintains the audit database and the profiles, and
one Sun-3/60 that manages the SSO user interface. The audit database is implemented using a
COTS Oracle DBMS. The monitored system is a DEC-2065 that runs a local version of the TOPS-20
operating system. The audit data is transmitted (securely) to IDES via the network one record at
a time, and processed to provide a real-time response.

IDES process each new audit record as it enters the system, and verifies it against the known
profile for both the subject, and the group of the subject should it belong to one. IDES also ver-
ifies each session against known profiles when the session is completed. To further distinguish
different but authorised behaviour, the prototype was extended to handle two sets of profiles for
monitored subjects depending on whether the activity took place on an ‘on’ or ‘off’ day. The
SSO defines which days are in effect ‘normal’ working days for a particular subject, in this case
mostly users, and those which are not. This further helps to increase the true detection rate since
a finer notion of what is ‘normal’ for a particular subject, based on real-world heuristics, can be
developed.

A.4 Wisdom & Sense—Detection of anomalous computer session activity

W&S [VL89] is another seminal anomaly detection system. Development began as early as 1984,
with the first publication in 1989. It is interesting to note that W&S was not at first intended for
application to computer security, but rather to ‘a related problem in nuclear materials control and
accountability.’1 W&S is unique in its approach to anomaly detection: it studies historic audit
data to produce a forest of rules describing ‘normal’ behaviour, forming the ‘wisdom’ of the title.
These rules are then fed to an expert system that evaluates recent audit data for violations of the
rules, and alerts the SSO when the rules indicate anomalous behaviour, thus forming the ‘sense’.

W&S reads historic audit records from a file. The authors state that more is better when it
comes to the creation of rules from previous audit records, of which there are about 10,000 records
per user. The authors consider a figure of around 500-1,000 audit records per user a good target
to aim for. The audit records that are used typically record one event for each process execution,
doing so at the end of the execution of the process.

The ‘sense’ element reads audit records, evaluates the thread class of which they are part
against the rule base, and triggers an alarm if sufficient numbers of rules report enough of a
discrepancy—a high enough score—with the profile. The score of the thread (named figure of
merit (FOM) by the authors) is a sum of the FOMs for that thread’s audit records. This sum
is aged. Thus several events that are slightly anomalous across several sessions will eventually
accumulate to form an anomaly for that thread.

The ‘sense’ element of W&S then reads the rule-base, dictionary, and new audit records, either
in batches or as they become available. The inference engine then processes each audit record,
finding the rules that apply, and computes its transaction score. In so doing, the inference engine
basically sums all contributions from the different failed rules—bear in mind that we are search-
ing for anomalies—and the rules that describe ‘normal’ behaviour, taking the thread of which the
audit record is part into account. The thread score is updated, and aged by the previous proce-
ss. W&S then reports an anomaly whenever the thread score, or individual audit record score,
exceeds an operator defined threshold.

A.5 The ComputerWatch data reduction tool

The ComputerWatch [DR90] data reduction tool was developed as a commercial venture by the
Secure Systems Department at AT&T Bell Laboratories as an add-on package for use with the
AT&T System V/MLS. System V/MLS is a B1 evaluated version of System V UNIX that provides
multi-level security features that comply with the NCSC orange book B1 security criteria.

The ComputerWatch tool operates on the host audit trail to provide the SSO with a summary
of system activity, from which he can decide whether to take action by investigating further those
statistics that seem anomalous. The tool then provides the SSO with the necessary mechanisms
for making specific inquiries about particular users and their activities, based on the audit trail.

1 The authors were working at Los Alamos National Laboratory and Oak Ridge National Laboratory at the time of pub-
lication. These facilities have strong ties with the US nuclear weapons program.
ComputerWatch would normally be used by the SSO with some periodicity, in an attempt to establish an overview of the type of system activity that has occurred. The tool provides the SSO with a summary report of this activity. The report can be perused as is, or certain entries can be automatically highlighted by the system according to a set of predefined rules to provide a form of threshold highlighting capacity. The SSO then decides what type of activity, if any, merits further study, and can make specific enquiries about users and their activities, using the audit trail database.

A.6 NSM—Network security monitor

The most recent version of NSM [HDL90, MHL94] is discussed here. NSM was the first system to use network traffic directly as the source of audit data. NSM listens passively to all network traffic that passes through a broadcast LAN, and deducts intrusive behaviour from this input. This approach stems from the observation that even though several other intrusion detection systems try to ameliorate the problems of having several different forms of audit trails available from different platforms, the network traffic between these systems typically takes place on broadcast networks, utilising standard protocols such as TCP/IP, telnet, ftp, etc. Thus NSM can monitor a network of heterogeneous hosts without having to convert a multitude of audit trail formats into a canonical format.

NSM follows a layered approach, termed the Interconnected Computing Environment Model (ICEM). The connection layer is responsible for studying the network data, and attempts to form pairs of bi-directional communication channels between sets of hosts. These connections are condensed into a connection vector, pruning away some of the data gained from the lower layers. In the system described, only the host vectors and connection vectors are used as input to a simple expert system that analyses the data for intrusive behaviour. The expert system draws on several other inputs, such as the profiles of expected traffic behaviour. These profiles consist of expected data-paths that describe which systems are expected to communicate with which, using what protocols. Another type of profile is constructed for each kind of higher-level protocol, for example what a typical telnet session looks like.

Other types of input are knowledge of the various capabilities of the protocols; for example, telnet is a powerful protocol that enables the user to perform a variety of tasks—and of how well these protocols authenticate their requests. Telnet authenticates its requests, while send-mail requests identification, but does not authenticate this identification. The data from these sources is combined to make a decision about the likelihood that a particular connection represents intrusive behaviour, based on anomaly reasoning. This is combined into a concept of the security state of the connection.

The default presentation of the data to the SSO takes the form of a sorted list, where each row in the list consists of a connection vector and the computed suspicion level. The results are also stored in a database, enabling the SSO to select specific events he would like to study more closely.

A.7 NADIR—An automated system for detecting network intrusion and misuse

NADIR [JDS91, HJS93] was developed at the Los Alamos National Laboratory, for use by the laboratory in its internal computer security. Thus NADIR was conceived with the problems and organisational needs of the Los Alamos National Laboratory in mind.

NADIR is implemented on a Sun SPARCstation II using the Sybase relational database management system. NADIR collects audit information from three different kinds of service nodes. The audit data is collected and subjected to extensive processing before being entered into the relational database as audit information. The audit data consists of data pertaining to the different kinds of service nodes, and the network traffic that they generate and receive.

Each audit record entered into NADIR pertains to a specific event. The information for the event is logged: whether the corresponding action succeeded or not and contains a unique ID for the ICN user, the date and time, an accounting parameter, and an error code. The remainder

---

2 It is not known what influence W&5 (see section A.4) had on the development of NADIR.
of the record describes the event itself. This description varies depending on the kind of service node from which it originates.

NADIR calculates an individual user profile on a weekly basis, where each record summarises the user’s behaviour. The profile contains static information about the user, historic information about the user (the number and a list of the different source machines from which the user has attempted to login to the ICN), blacklist (the number of times and the date upon which a user was last blacklisted), and so on. The user activity field contains account statistics for different types of activity during the week for the three classes of service nodes; in other words, from the eight counters that tally all attempted logins from source machines in each of the four partitions.

These profiles are then compared using a set of expert system rules. These rules were derived from a number of different sources. First and foremost, security experts were interviewed, and the security policy of the laboratory was encoded as a set of expert system rules. Second, statistical analysis of the audit records from the system was performed, and the results from this analysis were hard coded into the system as rules in the expert system.

NADIR produces several sets of reports about system activity that the SSO can inspect for indications of intrusive behaviour.

A.8 Hyperview—A neural network component for intrusion detection

Hyperview [DBS92] is a system with two major components. The first is an ‘ordinary’ expert system that monitors audit trails for signs of intrusion known to the security community. The second is a neural network based component that learns the behaviour of a user adaptively and raises the alarm when the audit trail deviates from this already ‘learned’ behaviour.

The decision to attempt to employ a neural network for the statistical anomaly detection function of the system stemmed from a number of hypotheses about what the audit trail would contain. The fundamental hypothesis was that the audit trail constitutes a multivariate time series, where the user constitutes a dynamic process that emits a sequentially ordered series of events. The audit record that represents such an event consists of variables of two types; the values of the first being chosen from a finite set of values—for instance the name of the terminal the command was issued on—the second having a continuous value, for example CPU usage or some such.

The authors proposed the then untested approach of mapping the time series to the inputs of the neural network. At the time, the usual approach was to map inputs to a window of time series data, shifting the window by one between evaluations of the network. The authors acknowledged that this would make for a simple model that could be easily trained, for example. However, since there were a number of problems with this approach the authors decided on a different tack.

The designers of Hyperview chose to employ a recurrent network, where part of the output network is connected to the input network, forming input for the next stage. This creates an internal memory in the network. Between evaluations, the time series data is fed to the network one at a time rather than as a shifting time window. The purpose is the same, namely to provide the network with a perception of the past. It is interesting to note that the recurrent network has long term memory about the parameters of the process in the form of the weights of the connections in the network, and short term memory about the sequence under study in the form of the activation of the neurones. At the time the system was designed these kinds of networks had been studied far less than non-recurring networks.

The design of the system as a whole is a complex one. The authors chose to connect the artificial neural network to two expert systems. One monitors the operation and the training of the network—to prevent the network from learning anomalous behaviour for instance—and evaluates its output. The other expert system scans the audit trail for known patterns of abuse, and together with the output from the first expert system (and hence from the artificial neural network) forms an opinion on whether to raise the alarm or not. The decision expert system also provides the artificial neural network with ‘situation awareness’ data—data that the audit trail itself does not contain—from the simple ‘current time and date,’ to the complex ‘state of alert, or state of danger for the system,’ defined by the SSO.

3 Blacklisted individuals lose their ICN privileges in the event of specific types of unauthorised behaviour.
A.9 DIDS—Distributed intrusion detection prototype

DIDS [SSTG92] is a distributed intrusion detection system that incorporates Haystack (see section A.1, page 15) and NSM (see section A.6, page 17) in its framework.

DIDS is made up of three main components. On each host, a *host monitor* performs local intrusion detection, as well as summarising the results and parts of the audit trail for communication to the DIDS director. Furthermore each (broadcast) network segment houses its own *LAN monitor* that monitors traffic on the LAN, and reports to the DIDS director. Finally, the centralised *DIDS director* analyses material from the host monitors and the LAN monitors that report to it, and communicates the results to the SSO.

The director consists of two main parts: the communications manager, and the expert system. The communications manager is responsible for collecting the data sent to it from the host managers and LAN managers, and for communicating this data to the expert system for further processing.

The expert system draws inferences about the security state of the system and each individual host, and assembles the information for presentation to the SSO. The expert system is an ordinary rule-based (or *production* based) expert system. It is implemented in CLIPS, a C language expert system implementation from NASA.

A.10 ASAX—Architecture and rule-based language for universal audit trail analysis

The paper outlining ASAX [HCMM92] only describes a suggested prototype of the system, and hence it cannot be fully surveyed.

ASAX is a rule-based intrusion detection system with a specialised, efficient language (RUSSEL) for describing the rules. ASAX first converts the underlying (UNIX-like) operating system’s audit trail into a canonical format—named NADF by the authors—and then processes the resulting audit trail in one pass by evaluating rules in the RUSSEL language.

The RUSSEL language is a declarative, rule-based language that is specifically tailored to audit trail analysis. The authors state that: ‘a general purpose rule-based language should not necessarily allow encoding of any kind of declarative knowledge or making a general reasoning about that knowledge.’ This is in contrast to more general expert systems, such a P-BEST (see sections A.2, A.3, and A.14), that the authors argue are more cumbersome for the SSO to use. Rules in the RUSSEL language are applied to each audit record sequentially. They encapsulate all the relevant knowledge about past results of the analysis in the form of new rules, and they are active only once, requiring explicit re-instantiation when they have fired.

A.11 USTAT—State transition analysis

USTAT [Ilg93, IKP95] is a mature prototype implementation of the state transition analysis approach to intrusion detection. State transition analysis takes the view that the computer initially exists in a secure state, but as a result of a number of penetrations—modelled as state transitions—it ends up in a compromised target state. USTAT reads specifications of the state transitions necessary to complete an intrusion, supplied by the SSO, and then evaluates an audit trail in the light of the specifications. The C2 audit trail produced by the computer is used as the source of information about the system’s state transitions.

The SSO specifies the intrusive behaviour he wishes the IDS to detect as a sequence of specific state transitions. For example he could state that a particular file would have to exist, with a certain name, permissions and so on, in order for a state to exist. The system could then transition from this state to another state via a specified transition, for example the writing of the said file.

To apply state transition analysis to intrusion detection the authors make two provisions:

1. The intrusion must have a visible effect on the system state, and
2. The visible effect must be recognisable without knowledge external to the system, such as the attacker’s true identity.
Not all possible intrusions meet these provisions. For instance, the passive monitoring of broadcast network traffic might be difficult to detect from outside the resource employed to perform the monitoring. Another intruder who is difficult to detect is the masquerader. However, if that masquerader then goes on to attempt any one of a number of intrusions to gain greater privileges, state transition will have a chance to catch him.

A.12 DPEM—Distributed program execution monitoring

The authors note that previous work on the detection of the exploitation of previously known intrusions has focused on the patterns of use that arise from these exploitations [Ko96, KFL94, KRL97]. Instead they suggest that the opposite approach be taken, and that the intrusion detection system should focus on the correct security behaviour of the system, or more particularly a security privileged application that runs on the system as specified. The authors have designed a prototype—the distributed program execution monitor (DPEM) - that reads the security specifications of acceptable behaviour of privileged UNIX programs, and checks audit trails for violations of these security specifications.

The DPEM prototype, as its name suggests, monitors programs executed in a distributed system. This is accomplished by collecting execution traces from the various hosts, and where relevant distributing them across the network for processing. DPEM consists of a director, a specification manager, trace dispatchers, trace collectors, and analysers that are spread across the hosts of the network.

A.13 IDIOT—An application of Petri-nets to intrusion detection

IDIOT [KS94b, KS94a, Kum95, CDE+96, KS95] is a system that was developed at COAST (now the Center for Education and Research in Information Assurance and Security (CERIAS), http://www.cerias.purdue.edu. The basic principle behind IDIOT is to employ coloured Petri-nets for signature based intrusion detection. The authors suggest that a layered approach should be taken when applying signature (pattern matching) based techniques to the problem of intrusion detection.

The authors argue that of the many available techniques of pattern matching, coloured Petri-nets (CP-nets) would be the best technique to apply since it does not suffer from a number of shortcomings common in other techniques. The latter do not allow conditional matching of patterns, and do not lend themselves to a graphical representation, etc.

The patterns play a major role in IDIOT. They are written in an ordinary textual language and then parsed, resulting in a new pattern matching engine. As noted, this engine can then be dynamically added to an already running IDIOT instance via the user interface. Furthermore, the user can extend IDIOT to recognise new audit events, for example.

A.14 NIDES—Next generation intrusion detection system

NIDES [AFV95, ALJ+95] is the successor to the IDES project (see section A.3). Like its predecessor it is very well documented, and there are many more references available than the two given here.

It is incorrect to speak of one single NIDES system—a feature it shares with its predecessor—as in fact there are four different systems, each constructed on top of the previous system. NIDES follows the same general principles as the later versions of IDES: it has a strong anomaly detection foundation, complemented with a signature based expert system component. The latter is implemented using the P-BEST expert system shell, a later version of P-BEST than the one presented in the survey of MIDAS (see section A.2), implemented in C and generating C as output.

The NIDES system is highly modularised, with well defined interfaces between components, built on a client-server architecture. The system is centralised to the extent that the analysis runs on a specific host - named the NIDES host by the authors—and collects data from various hosts through a computer network. The target hosts collect audit data from various host-based logs—there is a provision to utilise TCP WRAPPER [Ven92], viz. host-based network traffic logs—convert them into the canonical NIDES format, and transmits them to the NIDES host. The SSO interacts with the system through the NIDES host.
A.15 GrIDS—A graph based intrusion detection system for large networks
The authors suggest a method for constructing graphs of network activity in large networks to aid in intrusion detection [KCCC96]. The graphs typically codify hosts on the networks as nodes, and connections between hosts as edges between these nodes. The choice of traffic taken to represent activity in the form of edges is made on the basis of user supplied rule sets. The graph and the edges have respectively global and local attributes, including time of connection etc., that are computed by the user supplied rule sets. The authors argue that these graphs present network events in a graphic fashion that enables the viewer to determine if suspicious network activity is taking place.

Reporting all network activity in a single graph would be unwieldy. Therefore, the system allows several rule sets that define one graph apiece. All the collected data is considered for inclusion in all the rule sets, and thus two different rule sets could render the same audit data as two different graphs.

A.16 CMS—Co-operating security managers
The authors of co-operating security managers [WP96] note that as networks grow larger, centralised intrusion detection will not scale up well. To alleviate this problem they suggest that several intrusion detection agents, one at each computer connected to the network, co-operate in a distributed fashion, where the computer from which a user first entered the system is made responsible for all that user’s subsequent actions. This, the authors claim, results in the load being evenly distributed among the co-operating entities.

A.17 Janus—A secure environment for untrusted helper applications
Janus [GWTB96] is a security tool inspired by the reference monitor concept that was developed at the University of California, Berkeley. While it is not an intrusion detection system per se, it shows many interesting similarities with specification based intrusion detection. Furthermore, its high degree of active influence over running applications makes it an interesting case-in-point when studying active response.

Janus is a user-space, per application reference monitor intended to supervise the running of potentially harmful web-browsing helper applications. It does this by enclosing the application in a restricted environment, a so-called ‘sand box.’

When the framework detects that a policy module would disallow a certain system call, it aborts the system call with an EINTR (system call interrupted) error before it can be executed. To the supervised program this is indistinguishable from an interrupted system call, and some programs are designed to retry the system call when this condition becomes true. Janus detects this situation when a hundred invocations of the same system call have been denied, and then opts to kill the application completely.

A.18 JiNao—Scalable intrusion detection for the emerging network infrastructure
The authors have developed a prototype implementation of JiNao [JGS+97], a network intrusion detection system that aims to protect the network infrastructure itself, rather than the individual hosts on that network. The threat model assumes that certain routing entities in a network can be compromised, causing them to misbehave or stop routing altogether. The prototype assumes that the routers communicate via the OSPF protocol. It is hoped that the project will eventually detect both external and internal intrusion attempts on the network infrastructure, in a comprehensive and scalable fashion, inter-operating with other intrusion detection systems.

The authors state that intrusion detection in JiNao is operated using three different paradigms: misuse based detection, anomaly based detection, and protocol based (misuse) detection.
A.19 EMERALD—Event monitoring enabling responses to anomalous live disturbances

EMERALD [PN97, PV98] is intended as a framework for scalable, distributed, inter-operable computer and network intrusion detection. The authors begin by describing a situation in which large, organic computing and network resources provide critical and costly service to their operators, yet offer little in the way of specific security policies, or indeed organisational support for the specification of such policies. These large computing resources typically contain commercial off-the-shelf (COTS) components, as well as non-COTS components and legacy systems integrated with current technology. These infrastructures clearly need to be protected, and yet there is little in the way of widely available, robust tools to detect and track intruders. It is intended that EMERALD will contain components to enable the system to respond actively to the threats posed, principally by an attacker external to the organisation or at least external on some level. However, the proposed architecture does not preclude the detection of internal attackers.

The authors envisage a distributed system that operates on three different levels in a large enterprise network, made up of administratively more or less separate domains. These domains trust each other to a greater or lesser extent; two domains could operate in a peer-to-peer relationship, while third might trust virtually no-one else, only allowing out-bound connections. The enterprise network would typically be made up of thousands of entities.

EMERALD specifies well-defined interfaces on many levels, both internal to the EMERALD monitor and external to it, to enable other existing intrusion detection components to inter-operate with it. These components could be plugged in as an internal module in the monitor, or join in the intrusion detection effort via the network interface. To resolve these two situations, EMERALD defines a two layered, subscription based, message passing communication system and interface. The idea is that this will enable a completely implementation-neutral path of communication—both internally in the EMERALD monitor and externally—between monitors in the distributed EMERALD system.

A.20 Bro

Bro [Pax88] is, in the words of its authors, ‘A stand-alone system for detecting network intruders in real-time by passively monitoring a network link over which the intruder’s traffic transits.’ The designers envisaged their tool meeting the following design goals and requirements (from [Pax88]):

1. It would make high-speed, large volume monitoring of network traffic possible.
2. It would not drop packets, i.e. it would be able to process incoming packets at a sufficient rate not to have to discard input packets before they had been processed.
3. Bro would provide the SSO with real-time notification of ongoing, or attempted, attacks.
4. Bro would be careful to separate mechanism from policy, making it simple to specify new security policies, and aiding in the realisation of both simplicity and flexibility in the system.
5. The system would be extensible, and above all it would be easy to add knowledge of new types of attack.
6. Bro would aid the user in avoiding simple mistakes in the specification of the security policy.

The intrusion detection system would have to operate in an environment in which it could come under attack. The construction of resilient security systems has attracted little research, so the designers chose to simplify matters by assuming that only one of two systems communicating would be subverted. The authors note that this assumption would cost practically nothing, since if the intruder had both systems under his control, he could establish intricate covert channels between them, and hence avoid detection anyway.

Bro is realised as a single-point, network monitoring, policy based system, that contains both default deny and default permit elements in its detection. It is capable of monitoring the full data stream of an Internet access point consisting of an FDDI interface.
The paper describing Bro [Pax88] is notable for being the first paper to address the problem of the kinds of attacks the monitor itself must be capable of withstanding. Previous work in this field had not tackled the resistance of the intrusion detection mechanism against malicious attacks other than in theory.

The authors divide network attacks into three categories to use in a discussion of the success with which Bro withstands an attack.

**Overload attacks** The aim of the attack is to overload the monitor with data to the point where it fails to keep up with the stream of data which it has to handle.

**Crash attacks** The purpose of the attack is to make the network monitor stop working altogether.

**Subterfuge attacks** The attacker sets out to mislead the monitor as to the meaning of the traffic it is analysing.

Bro contains mechanisms to withstand attacks in all these categories that meet with varying success.

### A.21 RIPPER

RIPPER [Lee99] is a tool inspired by data mining for the automatic and adaptive construction of intrusion detection models. The central idea is to utilise auditing programs to extract an extensive set of features that describe each network connection or host session, and to apply data mining programs to learn rules that accurately capture the behaviour of intrusions and normal activities. These rules can then be used for signature detection and anomaly detection.

Data mining generally refers to the process of extracting descriptive models from large stores of data. The data mining field has utilised a wide variety of algorithms, drawn from the fields of statistics, pattern recognition, machine learning, and databases. Several types of algorithms are particularly useful for mining audit data:

- **Classification** places data items into one of several predefined categories. The algorithms normally output classifiers, for example, in the form of decision trees. In intrusion detection one would want to gather sufficient normal and abnormal data and then apply a classification algorithm to teach a classifier to label or predict new, unseen audit data as belonging to the normal or abnormal class.

- **Link analysis** determines relations between fields in the database records. Correlation of system features in audit data—for example, between command and argument in the shell command history data of a user—can serve as the basis for constructing normal usage profiles. A programmer may have emacs strongly associated with C files, for instance.

- **Sequence analysis** models sequential patterns. These algorithms can determine what time-based sequence of audit events occur frequently together. These frequent event patterns provide guidelines for incorporating temporal statistical measures into intrusion detection models. For example, patterns from audit data containing network-based denial of service attacks suggest that several per host and per service measures should be included.

RIPPER is a framework that contains programs implementing several algorithms from all these classes. The user can pre-process audit data to provide the algorithms with a representation on a natural level; we want to present data to the system at the highest possible level of abstraction that still accurately captures all the technical intricacies of the problem. The user then gives RIPPER the task of automatically mining patterns of abusive or normal behaviour.

RIPPER was part of the DARPA evaluation [LGG+98], and the authors make strong claims for its performance. It is said to have had the best overall performance of all the tested tools. The authors concur that in order to detect new or novel intrusions, anomaly detection has to be employed. RIPPER as a signature detection tool does not produce signatures of a sufficiently general nature.
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