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��������— In the context of Network Intrusion Detection,
we test a lately reported technique which generates a set of
fuzzy rules to recognize unknown abnormal patterns using a
test-function, what we call a-tiny-island-in-a-huge-lake. Our
concern is whether or not we can train the system only with
a set of already known normal patterns. Yet another of our
concern is what happens in an extreme case where a sample
of abnormal patterns are extremely few comparing to the
normal ones, and what if it eventually shrinks to zero, which
is what they call a-needle-in-a-haystack.

I. Introduction

This paper reports a snapshot of our on-going experiments
in which a common target we call a-tiny-island-in-a-huge-
lake is explored with different methods ranging from a data-
mining technique to an artificial immune system. Our im-
plicit interest is a network intrusion detection, and we as-
sume data floating in the huge lake are normal while ones
found on the tiny island are abnormal.

A. How to put figures?

Our goal here is twofold. One is to know whether or
not it is possible to train a system using just normal data
alone. The other is to study a limit of the size of the de-
tectable area, when we decrease the size of the island even-
tually shrinking to zero, equivalently so-called a-needle-in-
a-haystack (See Fig. 1) which is still an open and worth
while tackling problem.

B. This is an example

To learn these two issues, a fuzzy rule extraction system
with fixed triangle/trapezoid membership functions are ex-
ploited in this paper.

Fig. 1. A fictitious sketch of fitness landscape of a-needle-in-a-haystack.
The haystack here is drawn as a two-dimensional flat plane of fitness zero.

C. An example of table

When we think of a network intrusion detection, we have
a large collection of normal patterns while the number of
possible anomaly patterns we know is extremely few, which
is of usual cases. See Table 1.

Table 1. Generation number at which the elitest individual in the gener-
ation attains fitness of 1.000, for 12, 13, 14, 15 and 16 patterns.

patterns 12 13 14 15 16
generation 354 1268 6003 6688 10795

D. How to cite a reference

Furthermore, we usually don’t know what do anomaly
patterns look like in advance [1]. It is usually too late
when we know it. Hence, our second concern is whether
or not we can train the system with only a set of normal
patterns.

II. An example of equations

A set of fuzzy rules is used to cover the non-self patterns.
As already mentioned, self/non-self cells are represented by
n-dimensional real valued vectors each of whose coordinate
lies in [−1, 1].

fitness(R) = 1 − max
x∈Self

{ min
i=1,···,n

{µTi
(xi)}}

which implies how the rule covers the non-self space.

III. CONCLUSION

We have described how we would be able to find a small
island in a huge lake with a system training only using
data in a lake. This is a metaphor in which a very few
of unpredictable abnormal transaction patterns hidden in
an enormous amount of normal patterns, in the context of
network intrusion detection.
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