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Five-Even Parity 
 

 
Here we have neural network weights 
 
-0.893806498913936 
-0.275223198940616 
-0.0684149023464019 
-0.631467910311868 
0.142183889701117 
-0.240409198794704 
0.243740281203641 
0.0675794422009864 
0.888551159244287 
0.629593877414984 
-0.0653348015925543 
-0.934671327906973 
-0.0530705382363268 
-0.703764871090541 
0.423830603446733 
0.875412245688686 
0.988023542327817 
-0.894729610483502 
0.714525113214983 
-0.534096196542539 
-0.989656621119779 
0.272691713773036 
-0.526924143325036 
0.612619689951008 
0.352086681570898 
-0.455095800317403 
-0.427153241553881 
-0.458169393454757 
0.592734074496075 
-0.804308404589215 



 

Average Fitness
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Maximum fitness
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Our input array 
 
-1-1-1-1-1 
-1-1-1-11 
-1-1-11-1 
-1-1-111 
-1-11-1-1 
-1-11-11 
-1-111-1 
-1-1111 
-11-1-1-1 
-11-1-11 
-11-11-1 
-11-111 
-111-1-1 
-111-11 
-1111-1 
-11111 
1-1-1-1-1 
1-1-1-11 
1-1-11-1 
1-1-111 
1-11-1-1 
1-11-11 
1-111-1 
1-1111 
11-1-1-1 
11-1-11 
11-11-1 
11-111 
111-1-1 
111-11 
1111-1 
11111 


