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Number of players
Size of chromosome

Temptation
Reward
Punishment

Mutate probability
Crossover probability

Iteration
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000111001
010001110
110011001
010011100
110011110
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110010111
010011001
001111001
010111010
000111010

Graph 2 (medium)
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Graph 3 (finish)

21 111000111 23
22 111001100 25
21 111111000 21
23 010111010 23
21 111010101 21
24 000111000 20
21 111101010 22
25 010101010 24
21 111110011 21
26 001100111 24
21 111001100 25
27 001110101 23
21 111001001 21
28 010101111 23
21 111110110 24
29 001101110 20
21 111000001 21
30 110000101 24

The tables show 3 samples: chromosome sequence number, chromosome selection at each iteration,
the sum obtained by "playing” with another chromosome. So we get what were the chromosomes at
the beginning of the dilemma, in the middle and at the end. The amount is needed in order to
understand what fitness in the chromosome (we compare the amounts and get the fitness).
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C -0 (COOPERATED)
D -1 (DEFETEAD)

Player Type

Cooperative: 0.0 %

Balanced ('nice’): 0.0 %

Balanced ('nasty'): 100.0 %
1 cy to Defect: 0.0

Mostly Defects: 0.0 %

Very 'Nasty": 0.0 %

Population Fitness Stats
Minimum Payoff: 2.98

Average Payoff: 2.08
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MenuFrame progFrame = MenuFrame(

MetalTheme theme = EmeraldTheme()

MetalLookAndFeel.setCurrent Theme(theme)

{
UlManager. setLookAndFeel

UlManager.getCrossPlatformLookAndFeelClassName())
SwingUtilities. updateComponent TreeUl(progFrame)

}

(Exception e){}

progFrame.setDefaultCloseOperation(JFrame.

progFrame.pack()
progFrame.setVisible(
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Prisoner
Prisoner

BitSet
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Game(Prisoner p1, Prisoner p2, Rules r)




Play()

length = .getlterations()
iteration =

BitSet P1History = BitSet()
BitSet P2History = BitSet()
Plmove, P2Zmove

(iteration = 0; iteration < length; iteration++)

P1lmove = P1.play(iteration,P1History)
P2move = P2.play(iteration,P2History)

(P1move && P2move)

{
.getR()
.getR()

(P1move && IP2move)

.getS()
.getT()

('P1move && P2move)

+= .getT()
+= .getS()

('P1Imove && IP2move)

.getP()
.getP()

(P1move)

{

P1History.set(iteration*2)
P2History.set((iteration*2)+1)

}
{

P1History.clear(iteration*2)
P2History.clear((iteration*2)+1)

}




(P2move)

P1History.set((iteration*2)+1)
P2History.set((iteration*2))

P1History.clear((iteration*2)+1)
P2History.clear((iteration*2))

.updateScore(
.updateScore(

[1 getScores()

[] scores = {
scores

Conclusion: in the prisoner's dilemma, betrayal strictly dominates cooperation, so the only possible
balance is the betrayal of both parties. Simply put, it does not matter what the other player will do,
everyone will win more if he betrays. Since in any situation betraying is more profitable than
cooperating, all rational players will choose betrayal.

Behaving individually individually, rationally, together the participants come to an irrational decision:
if both betray, they will get a smaller payoff than if they were cooperating (the only equilibrium in this
game does not lead to a Pareto-optimal decision). This is the dilemma.



