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neural network 

Reference value 

0 0 0 0 1 

0 0 0 1 0 

0 0 1 0 0 

0 0 1 1 1 

0 1 0 0 0 

0 1 0 1 1 

0 1 1 0 1 

0 1 1 1 0 

1 0 0 0 0 

1 0 0 1 1 

1 0 1 0 1 

1 0 1 1 0 

1 1 0 0 1 

1 1 0 1 0 

1 1 1 0 0 

1 1 1 1 1 

 

My structure neural network 

 

 
 

 
 

weight value 

w1 0,632 

w2 0,954 

w3 0,611 

w4 0,908 

w5 -0,922 

w6 0,427 

w7 0,7989 



w8 0,788 

w9 0,91 

w10 0,648 

w11 0,759 

w12 0,586 

w13 -0,505 

w14 -0,814 

w15 0,726 

w16 0,047 

w17 0,799 

w18 0,385 

w19 -0,222 

w20 0,855 

 

First(generation = 1, fitness =4) 
Input values Real 

values 

etalon 

0 0 0 0 0 1 

0 0 0 1 0 0 

0 0 1 0 1 0 

0 0 1 1 0 1 

0 1 0 0 1 0 

0 1 0 1 0 1 

0 1 1 0 0 1 

0 1 1 1 0 0 

1 0 0 0 1 0 

1 0 0 1 0 1 

1 0 1 0 1 1 

1 0 1 1 1 0 

1 1 0 0 0 1 

1 1 0 1 1 0 

1 1 1 0 0 0 

1 1 1 1 1 1 

 

Middle (generation = 4, fitness =9) 
Input values Real 

values 
etalon 

0 0 0 0 1 1 

0 0 0 1 1 0 

0 0 1 0 0 0 

0 0 1 1 0 1 

0 1 0 0 0 0 

0 1 0 1 0 1 

0 1 1 0 1 1 

0 1 1 1 0 0 

1 0 0 0 1 0 

1 0 0 1 0 1 

1 0 1 0 1 1 

1 0 1 1 1 0 

1 1 0 0 1 1 

1 1 0 1 1 0 

1 1 1 0 0 0 

1 1 1 1 1 1 

 



Last (generation = 7, fitness =16) 
Input values Real 

values 
etalon 

0 0 0 0 1 1 

0 0 0 1 0 0 

0 0 1 0 0 0 

0 0 1 1 1 1 

0 1 0 0 0 0 

0 1 0 1 1 1 

0 1 1 0 1 1 

0 1 1 1 0 0 

1 0 0 0 0 0 

1 0 0 1 1 1 

1 0 1 0 1 1 

1 0 1 1 0 0 

1 1 0 0 1 1 

1 1 0 1 0 0 

1 1 1 0 0 0 

1 1 1 1 1 1 

 


