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Abstract: In this paper a pattern-recognition based 
approach to solving face detection task is deployed. All 
main subtasks are revealed. Accuracy and complexity 
efficient algorithms which cover all the process of solution 
are constructed. The conditions on which it’s possible to 
find the exact solution of where the face detection task is 
determined. 
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1. INTRODUCTION  

Currently so-called biometrical systems of human 
identification became popular [1]. Such systems use 
unique biological characteristics which unambiguously 
define a person. The face is considered to be one of such 
characteristics. 

An important task during implementation of 
technology of biometrical identification is detection of 
faces on an arbitrary input image [2]. This task is currently 
far from its solution [3]-[6]. Used methods usually have a 
universal nature, very high computational complexity 
(about O (n3), where n – number of pixels in the input 
image) and are not invariant to shooting condition. 

In this paper an efficient (with O(n) complexity) 
approach to finding face-like areas is proposed Also the 
conditions on which it’s possible to find exact solution of 
face detection task are determined. 
 
2. STATEMENT OF PROBLEM OF FACE 
RECOGNITION  

In general face detection task is defined rather simply. 
An image of an arbitrary scene is given where different 
objects, among which there can be faces, are present. It’s 
necessary to detect only those fragments of image which 
correspond to human faces. 

One possible way to solve this task is to treat it as a 
pattern recognition problem. To describe the approach let’s 
introduce some necessary notions and definitions. 

A pattern recognition task can be defined as follows [7]. 
A set of permissible object is given which is divided into 

 non-overlapping classes. The division is not completely 
defined and is given either by enumeration of some objects 
(by precedents) or by some properties of class (by rules). 
It’s necessary to determine (recognize) to which class 
arbitrary permissible object belongs, given the conditions. 

l

Thus, to define and solve a pattern recognition task it’s 
necessary: 

• To define a system of features (which describes 
permissible objects) 

• Divide a set into classes 
• Construct a recognition algorithm 

Provided recognition task is solved (in this case we 
have two classes of objects – faces and all others), to find a 
solution of face detection task it’s necessary to solve two 
supplementary tasks: image fragmentation and 
construction of permissible objects. This means that task of 
face detection on an arbitrary image can be solved in three 
steps: 

• Divide original image into fragments 
• Describe fragments in terms of permissible 

objects 
• Determine belonging of permissible objects to 

classes. 
Such decomposition allows definition of three separate but 
interconnected subtasks which can be solved 
independently. Let’s consider each of them in detail. 

 
3. RECOGNITION PROBLEM  

When constructing recognition algorithm we’ll use a 
well-known hypothesis that the face has an elliptic shape 
which semi-axes are in the ratio of 75%. Then it’s possible 
to use ellipse as a geometric primitive which mostly 
corresponds to permissible objects. In this case an object 
can be described in terms of ellipse parameters i.e. 
permissible object ),,,,( 00 θbayxF =  where  

(x0, y0) – ellipse center, θ  - rotation angle and a, b – big 
and small semi-axes. 

A set of all permissible objects can be divided into two 
classes: all objects which satisfy the 

condition ε≤− 75,0
a
b , where ε  is some threshold value 

we’ll refer to class K1, and all others to class K2. 

Now, let’s construct an algorithm which determines 
belonging of an arbitrary permissible object F to one of the 
given classes. 

Let’s introduce two predicates: 
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Then recognition algorithm can be written down as 



rRRRA o),( 21= , where  R1=<F, P1>, R2=<F, P2> - 
recognition operators, r = max(R1, R2) – decision rule. 

It’s easy to notice that complexity of the constructed 
algorithm is equal to the complexity of  the calculation of 
predicates which comes to O(1) and accuracy of solution 
depends on the chosen hypothesis and threshold value (ε ). 

Describing the algorithm, it’s also possible to note that 
it’s invariant to the geometric transforms of scale and 
rotation. 

4. DESCRIPTION PROBLEM  

To describe image fragments in terms of permissible 
objects it’s necessary to solve two tasks: 

• Approximate fragment with a geometric primitive 
(in this case ellipse); 

• Check the permissibility of the constructed 
approximation (degree of correspondence of 
fragment to shape of constructed ellipse) 

When solving the first task we’ll use the following 
considerations. It’s well-known that ellipse center (x0, y0) 
coincides with its center of mass, rotation angle θ  is 
determined by ellipse orientation and semi-axes a and b are 
half of height width of ellipse boundary rectangle. Since a 
human face has an elliptic shape, these properties can be 
used for calculation of parameters of approximating 
ellipse. 

Algorithm 1 (of approximation): 

Step 1. (ellipse center (x0, y0)) 

Let an image fragment  be given by its characteristic 

function . Center of mass by 

definition can be obtained using first moments: 
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Step 2. (ellipse rotation angle θ ) 

To find θ  we’ll use second moments [8]: 
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Rotation angle can be obtained to ( 2π ) using expression 

)/(2 γαβθ −=tg , when 0≠β  or γα ≠  as 
follows: 

2
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Step 3. (Calculation of ellipse semi-axes) 

 
Fig.1 – Calculation of boundary fragment of a face-like 

fragment  

To find ellipse semi-axes let’s put down a fragment into a 
rectangle considering already known center and 
orientation of the fragment. Co-ordinates of pixels of the 
fragment aligned to ordinate axis can be obtained using 
formulas: 
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Then coordinates of diagonal points of the rectangle can be 
found as follows: 
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Step 4. (a more accurate definition of a rotation angle) 

Considering semi-axes found we can correct value of the 
rotation angle: 
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Fig. 2. Ellipse approximations of face-like fragments 

It’s easy to see that the algorithm finds an 
approximating ellipse for any fragment. At the same time, 
the accuracy of approximation essentially depends on the 
shape of the fragment: the closer fragment to ellipse the 
better approximation is. These properties of the algorithm 



relies, on the one hand, regulated degree of feasibility of 
hypothesis that the face has an elliptic shape and on the 
other hand pick out permissible objects. To do this it’s 
enough to estimate accuracy of the constructed 
approximation. 

 
Fig 3. Ratio of approximating ellipse and real fragment. 

Let’s designate number of fragment pixels inside and 
outside ellipse as Pin and Pout correspondingly, and 
general number of pixels in ellipse as C. 

To check the accuracy of approximation let’s introduce 
the following rule: 

Pin / C > T1 and Pout / C < T2, 

where Т1 and T2 are some threshold values. 

This algorithm of description of permissible objects 
does not make any limitations to the source image and 
always constructs a description of permissible objects. It’s 
also easy to prove that it has a linear complexity. 

4. FRAGMENTATION PROBLEM  

It’s necessary to develop an algorithm which divides a 
source image into fragments and obtain conditions on 
which algorithm is working correctly (i.e. areas with faces 
correspond to different fragments). 

To describe an algorithm let’s introduce necessary 
notions and definitions. Let I – an original image. Pixels 

 and  we’ll call neighboring if the 
following condition is met: 

),( 11 ji ),( 22 ji

1|)||,max(| 2121 =−− jjii , 

Two neighboring pixels  и  we’ll call 
close, if inequality is true: 

),( 11 ji ),( 22 ji

ν<− ),(),( 2211 jiIjiI , 

where ν  is a threshold value which defines image detailed 
elaboration. 

When fragmenting the image we’ll require that only 
close pixels composed a fragment. The main idea of the 
algorithm is based on a marking procedure, which assigns 
an identifier to each pixel of the image. At that pixels 
belonging to one fragment should have the same identifier. 
As a result of the algorithm a matrix of identifiers (Umn) 

which represents all image fragments is constructed  

Now let’s describe fragmentation algorithm. Let L – 
some queue. The image is scanned and all non-marked 
pixels are added to L. After adding a regular pixel, its 
closed pixels are discovered and added to L. At this 
original image is extracted from L. This procedure is 
repeated until L is empty. Adding a pixel (i, j) to L we’ll 
designate as , and extraction - Lji →),( Lji ←),( . 
Then algorithm can be written down as follows: 

Algorithm 2: (of image fragmentation) 

Step 1. (primary step) 

}0{=mnU , }{∅=L  id=1  

Step 2. (common step) 

The image is searched from left to right from top to 
bottom ( 1,0,1,0 −=−= njmi ) for a regular 
non-marked pixel  ( ). If there are 
no non-marked pixels go to step 7. 

),( ji 0),( =jiU

Step 3.  

)},{( jiL = , idjiU =),( , . 1+= idid
Step 4. 

While }{∅≠L  do step 5. Otherwise go to step 2. 

Step 5. 

Lji ←),(  - extract regular pixel from the queue 
and compare it to the neighboring non-marked pixels.  

Step 6. 

Let - k-th neighboring pixel (),( kk ji ck ,1= , where 

с – number of neighbors). If ν<− ),(),( kk jiIjiI , 

then ).(),( jiUjiU kk = ,   Lji kk →),(

Step 7. 
End of algorithm. 

As a result of the algorithm matrix U which contains all 
image fragments will be constructed. 

 
Fig 5. Example of fragmentation algorithm working 



It is proved that for correct working of fragmentation 
algorithm it’s enough that image meets the following 
conditions: 

1. , such that 

 ⇒ 

AjiAji ∉∈∀ ),(,),( 2211

1|)j-j||,i-imax(| 2121 ≤ ν≥)j,I(i-)j,I(i 2211  

2. , such that 

⇒

Ajiji ∈∀ ),(),,( 2211

1|)j-j||,i-imax(| 2121 ≤ ν<)j,I(i-)j,I(i 2211 , 

As for algorithm complexity, it comes to O (N), where 
N is the number of pixels in image. 

4. CONCLUSION  

A described technology has a linear complexity which 
allows its usage in real time systems. Moreover, it is 
invariant to scale and rotation of a face and can be used for 
images with arbitrary background.  

Decomposition into elemental subtasks allowed to 
obtain conditions of algorithm application and to manage 
its accuracy and complexity. However, critical moment of 
the technology is a fragmentation task. In the case when 
it’s impossible to isolate an elliptic fragment of a face (for 
instance when face is partially visible, the face is not in 
frontal position, etc.) additional research is necessary 
which eliminate this limitation. This can be achieved for 
instance by skin segmentation, directional filtration, 
borders accentuation, severance of fragment bottlenecks, 
etc. All this allows to meet conditions of divisibility which 
allow usage of fragmentation algorithm. 
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