A New Validity Measure for Heuristic Possibilisti@lustering

are well-known validity measures, and these cateri
A ract are considered by Hoppner, Klawonn, Kruse and
bstrac Runkler (1999).

A heuristic approach to possibilistic clusteringtii® However, the condition of fuzzy partition is very
effective tool for the data analysis. The appro&eh difficult from essential positions. That is why a
based on the concept of allotment among fuzppssibilistic approach to clustering was proposgd b
clusters. To establish the number of clusters dat& Krishnapuram and Keller (1993) and developed by
set, a validity measure is proposed in this paper. other researchers. This approach can be considsred
illustrative example of application of the proposed way in the optimization approach in fuzzy clustgr
validity measure to the Anderson’s Iris data issgivA because all methods of possibilistic clustering are
comparison of the validity measure with some welbbjective function-based methods. A concept of
known cluster validity indices for objective furmti- possibilistic partition is a basis of possibilistic
based fuzzy clustering algorithms is given. Prelamny clustering methods and membership values can be
conclusions are formulated. interpreted as the values of typicality degree.

An outline for a new heuristic method of fuzzy
1 INTRODUCTION clustering was presented by Viattchenin (2004),rerhe

concepts of fuzzya -cluster and allotment among
The objective of a fuzzy clustering algorithm is t@uzzy o -clusters were introduced and a basic version
partition a data set X ={x,....X,} into c¢ of direct fuzzy clustering algorithm was describ&te
homogeneous fuzzy clusters. The most widely uskasic version of direct fuzzy clustering algorithm
fuzzy clustering algorithm is the FCM-algorithnrequires that the numbes of fuzzy a -clusters be
which was proposed by Bezdek (1981). The FCMixed. That is why the basic version of the aldumit
algorithm is the basis of the family of fuzzy clishg which was proposed by Viattchenin (2004), can be
algorithms. The family of objective function-basedalled the D-AFC(c)-algorithm. Moreover, the
fuzzy clustering algorithms includes allotment of elements of the set of classified otge

among fuzzy a -clusters can be considered as a

*  fuzzy c-lines algorithm (FCL); special case of possibilistic partition. So, the D-

« fuzzy c-rings algorithm (FCR); AFC(c)-algorithm can be considered as a direct
. algorithm of possibilistic clustering. The fact was
* fuzzy c-shells algorithm (FCS); demonstrated by Viattchenin (2007).

* fuzzy c-rectangular shells algorithm (FCRS). The results of application of the D-AFC(c)-algonith
These and other well-known fuzzy clusterin{? the An_derson’s (1935) Iris data are considengd b
algorithms were proposed by different authors anfgatichenin (2006) and the results shows that the D
they are considered by Hoppner, Klawonn, Kruse aArC(c)-algorithm is a precise and effective numaric

Runkler (1999) in detail. Moreover, some other fuz2Rrocedure for solving  classification problems.
clustering algorithms were also proposed. However, a unique validity measure for_ the D-AF(—:(C)_
algorithm was proposed by Viattchenin, Damaratski,

All fuzzy clustering algorithms require the usempi@- and Novikau (2009) and the proposed linear measure
define the number of clusters,. However, it is not of fuzziness of the allotment is not effective wegy
always possible to know the number of clusters @assification problem. So, the main goal of thagper
advance. Different fuzzy partitions are obtained & a proposition of a new validity measure for the
different values ofc . Thus, a methodology of AFC(c)-algorithm. The contents of this paper is as
evaluation of fuzzy partitions is required to valid follows: in the second section basic concepts ef th
each fuzzy partition to obtain the optimal numbér elustering method are considered, the linear measur
clusters,c . of fuzziness of the allotment is presented and & ne

| lid iterion h b cad cluster validity index for the D-AFC(c)-algorithns i
Many cluster validity criterion have been propo proposed, in the third section an example of

validating fuzzy partition. In particular, the pan application of the D-AFC(c)-algorithm with the
coefficient (V,,;), the partition entropy\(,), the Xie- proposed validity measure to the Anderson’s (1935)

Beni index _the Fukuyama-Sugeno indeY, Iris data set is given in comparison with the linea
Vie) 4 g ) measure of fuzziness of the allotment and some



validity criteria for validating fuzzy partitionnithe The membership degree of the elementl X for
fourth section methods of the data preprocessieg ar |
considered and numerical in comparison with tf@me fuzzy clustedy,), a O (O1], I U[Ln] can be
compactness and separation index for objectigefined as a
function-based fuzzy clustering algorithms, in fifign |
section some final remarks are stated. L= M, (x), xUOA, @)
i~ o
' 0, otherwise

2 A HEURISTIC METHOD OF
POSSIBILISTIC CLUSTERING  where an a -evel A, ={x0X |y, (x)>a} |

The basic concepts of the heuristic method ¢ O (01] of afuzzy setA' is the support of the fuzzy

possibilistic clustering are considered in the tfir luster A - So. conditionA = Su | is met
subsection. The linear measure of fuzziness of t%e A(”)' ’ A pp(A(a))

allotment is presented in the second subsectionaantbr each fuzzy C|USterA(la) ,ald@©1], 10[4n].
new validity measure is proposed

in the thir . .
subsection of the section. H/Iembershlp degree can be interpreted as a degree of

typicality of an element to a fuzzy cluster. Thduea
of a membership function of each element of theyuz
cluster in the sense of (3) is the degree of siitylaf

) ] the object to some typical object of fuzzy cluster.
Let us remind the basic concepts of the D-AFC(c)-

algorithm. The concept of fuzzy tolerance is theiva Let T is a fuzzy tolerance oiX , where X is the set
for the concept of fuzzya -cluster. That is why of elements, an(ﬂpéa),.._,ptr;)} is the family of fuzzy

definition of fuzzy tolerance must be consideredhie | |
first place. clusters for somex [0 (01] . The pointr, J A, , for

2.1 Basic concepts

Let X ={X,...,X,} be the initial set of elements an(YVhICh

T:XxX - [01] some binary fuzzy relation oX T, = argmaxg; , Lx [ A, 4)

with 24 (%, x)0[01] , [Ox,x; X being its "

membership function. Fuzzy tolerance is the fuz2§ called a typical point of the fuzzy clustéy, ,

binary intransitive relation which possesses thg [ (01], | O[1n]. A fuzzy cluster can have several

symmetricity property typical points. So, symbat is the index of the typical
Hr(6.%) = e (x,%), Ox,x OX, (1) point.

and the reflexivity property Let RY(X)={A,, |l =1c,2<c<n,a0(01]} be
_ a family of fuzzy clusters for some value of tolera
Hr(%,%) =1, Ox OX. 2) thresholda, a 0 (0], which are generated by some

Let X ={x,...,X,} be the initial set of objects. Letfuzzy toleranceT on the initial set of elements
T be a fuzzy tolerance oX and @ be a -level X ={X,-...x.} . If condition

value of T, a0(01] . Columns or lines of the fuzzy .

tolerance matrix are fuzzy sefsA',..., A"} . Let éruli >0, Dx UX ()

{Al,...,A“} be fuzzy sets orX , which are generated
by a fuzzy tolerancel . The @ -level fuzzy set

Aay {0 20 O L1, (%) 2 @, 1 DL} is fuzzy

a -cluster or, simply, fuzzy cluster. Sé('a) OA,

is met for all fuzzy clusters,, OR?(X), | =1c,

C < n, then the family is the allotment of elements of
the set X ={x,...,.Xx,} among fuzzy clusters
{A{a),l :].,_C,ZSCS n} for some value of the
ad©1 , AD{A,..,A"} and g is the tolerance thresholdr .

membership degree of the elemeqt] X for some
P deg o It should be noted that several allotmeRE(X) can

|
fuzzy clusterA,), aU(O1], IT[Ln]. Value of @ gyist for some tolerance threshatd. That is why
is the tolerance threshold of fuzzy clusters elamen symbol z is the index of an allotment.

The condition (5) requires that every objext,
i=1...,n must be assigned to at least one fuzzy



luster A, , | =1c, c<n with th bershi _2 |
oluster Aa . 124 i the membership | (Aly) == 0y (o), A) ©
degree higher than zero. The conditi@gc<n n

requires that the number of fuzzy clusters in each

_ | | Orvey
allotment RY (X) must be more than two. Obviously,Where N =card(A,), Aq DRI(X) is the number

the definition of the allotment among fuzzy clustés) of objects in the fuzzy cluster A{a) and
is similar to the definition of the possibilisti@gtition. | | ) ] )

So, the allotment among fuzzy clusters can W (Aa)Awq) is the Hamming distance
considered as the possibilistic partition and fuzzy

clusters in the sense of (3) are elements of the d [ Iy =
possibilistic partition. 1 (A Aa) x-%Al,

‘:Un THy (x)‘ (10)

If condition | |
between the fuzzy clustedy,) and the crisp sef\,,

S | |
Iglcard(Aa)anrd(X), Dpia) a Rf(X) +(8)  nearest to the fuzzy clusteﬁ'a) . The membership

and condition function of the crisp seﬁ\'(a) can be defined as
card(A, n A7) sw, OAG), Agy, 1 2m, (7) 0 4y (x)=<05
a) |
— Hy (%)= Ox OA,, (11)
are met for all fuzzy clusterﬁ\'a),l =1,c of some Ao 1 /J/\' )(Xi) > 05,

allotment RY(X) :{A\'a) ll=1c,c<n then the
allotment is the allotment among particularly separ

fuzzy clusters and < w< n is the maximum number The fuzziness of the allotmef®”(X) depends on the
of elements in the intersection area of differamzly ) o
clusters. size of each fuzzy cluster. Using,,- (R°(X);c), the

timal numberc of f lust be obtained
Obviously, if W= 0 in conditions (6) and (7) then the_" o NIMbErL OF Wizzy CIUSIers can be obtaine

) ; . . by maximizing the index (8) value.
intersection area of any pair of different fuzzyster y g ®)

is an empty set and fuzzy clusters are fully sdpar
fuzzy clusters.

wherea 0 (0]] .

%3 A new cluster validity measure

Detection of fixedc number of fuzzy clusters can b&rom other hand, a density of fuzzy clusters can be
considered as the aim of classification. So, theken into account for the validating allotment.eTh

allotment RZ (X) :{A(la) [l :l_C} among the given density of fuzzy cluster was defined by Viattchenin

i 82006) as follows:
number ¢ of fuzzy clusters and the correspondin

value of tolerance thresholdr are the results of N |

classification. D(Aq) _HX-DZALUH : (12)
A plan of the D-AFC(c)-algorithm is presented, for

example, by Viattchenin (2007). where n =card(A)) A{a) ORY(X) and

membership degreg; is defined by formula (3). It is

2.2 Thelinear measur e of fuzziness of the _ o
obvious that condition

allotment
0<D(A,) <1, (13)
The linear measure of fuzziness of the allotmeritiwh

is the validity measure for the D-AFC(c)-algorithm

. 0
was defined by Viattchenin, Damaratski, and Novikad Mt for each fuzzy clustery, in RY(X) .

(2009) as follows: Moreover, D(A,,) =1 for a crisp setdy,, OR'(X)
Ve (RD(X);C)z 3 |L(A{a)) ., (8) for any tolerance threshold, a [0 (O1]. The density
A(Ia)DRD(X) of fuzzy cluster shows an average membership degree

of elements of a fuzzy cluster.

where || (A) is a modification of the linear indexpg density of fuzzy cluster (12) can be considered

of fuzziness which was defined by Viattchenin (2006he basis for a validity measure, too. The validity

as measure must be taking into account the compactness
of fuzzy clusters which is characterized by their



density. The density of each fuzzy clustehe number of fuzzy clusters minus the value of the
'Axla) 0 RD(X) is increasing with increasing of thgfolerance thresholdr . However, a case of partlcularly

separate fuzzy clusters must be taken into account.
| | - N we have That is why a total number of object§) , in
D(Ag) -1 for all A,y , I0{L...,c} . Moreover, intersection areas of each pair of fuzzy clustetstm
be calculated.

numberc of fuzzy clusters. So, foe

for ¢ - n we havea - 1. Thus, the value of the
tolerance thresholdr must be taken into account. SoThus, the measure of compactness of the allotnamt c
the validity measure can be defined as the ratithef be defined in the following way:
sum of densities of fuzzy clusters of some allothten

| ZD D(Aq)
Aty IR ‘X; -a, for fully separate fuzzy clusters
Ve (RY(X);c) = > D(Aa) -
| O
Ay IR Xc); —a |, for particularly separate fuzzy clusters

where N is the total number of elements in alWe applied the D-AFC(c)-algorithm to the matrix of
intersection areas of different fuzzy clusters.eNtbtat fuzzy tolerance forc=2,...,C,,,=5 . So, we
the value of\/MC(RD(X);c) for fully separate fuzzy calculated the values of the linear measure ofifigss
clusters will be equal to the value for particufar|©f the allotment and the measure of compactnesseof
allotment for differentc values and we plotted these

separate fuzzy clusters in the casefl. The - o ,
thdlty measures in Figure 1 and Figure 2.

measure of compactness of the allotmet
Ve (RU(X);c) increases whert is closer ton . oy €050)

Solving mcin(\/Mc(RD(X);C)) , Cc=2.

o Cmax 0.20

Crax SN—1, is assumed to produce valid clustering of

the initial data setX .

3 ANILLUSTRATIVE EXAMPLE

The Anderson's (1935) Iris data set representsréifit 0.00
categories of Iris plants having four attribute ues.

The four attribute values represent the sepal kengFigure 1: Plot of the linear measure of fuzzindshe
sepal width, petal length and petal width measfimed  allotment as a function of the number of clusters.
150 irises. It has three classes Setosa, Versieoldr v (R0

Virginica, with 50 samples per class. The problertoi .
classify the plants into three subspecies on tlsés b

this information. The Anderson's Iris data can be 0.20----- ------ ------

presented as a matrix of attribut@énxm :[)A(it] \ 0.15

i=1...150,t=1... 4, where the vaIu@A(lt is the 0.10

value of thet -th attribute fori -th object. The method 0.0

of the data preprocessing is described by Viattchen '

(2006). The data were preprocessed using the stjuare 0.00 . ; . .

normalized Euclidean distance (Kaufmann, 1975). So, 23 4 s ¢

the matrix of fuzzy tolerancel =[4 (X, X;)] , Figure 2: Plot of the measure of compactness of the

i,j=1...,n was obtained allotment as a function of the number of clusters.
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