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always possible to know the number of clusters in
Abstract advance. Different fuzzy partitions are obtained at
different values of ¢. Thus, a methodology of
evaluation of fuzzy partitions is required to valid
each fuzzy partition to obtain the optimal numbér o
clusters,c.

A heuristic approach to possibilistic clustering is
the effective tool for the data analysis. The
approach is based on the concept of allotment

among fuzzy clusters. To establish the number of many cluster validity criterion have been proposed
clusters in a data set, a validity measure is validating fuzzy partition. In particular, the piéicn

proposed in this paper. An illustrative example of . officient (V..), the partition entropy\(..), the Xie-
application of the proposed validity measure to the e pe

Anderson’s Iris data is given. A comparison of the Beni index Vg ), the Fukuyama-Sugeno inde¥)
validity measure with some well-known cluster are well-known validity measures, and these céiteri
validity indices for objective function-based fuzzy are considered by Hoppner, Klawonn, Kruse and
clustering algorithms is given. Preliminary Runkler (1999).

conclusions are formulated. . . i
However, the condition of fuzzy partition is very

. difficult from essential positions. That is why a

1 Introduction possibilistic approach to clustering was proposgd b

Krishnapuram and Keller (1993) and developed by

The objective of a fuzzy clustering algorithm is t@ther researchers. This approach can be considsred
partition a data set X ={x;,...,X,} into ¢ away in the optimization approach in fuzzy cluistgr

homogeneous fuzzy clusters. The most widely usbgcause all methods of possibilistic clustering are
fuzzy clustering algorithm is the FCM-algorithnPbjective function-based methods. A concept of
which was proposed by Bezdek (1981). The FCMpossibilistic partition is a basis of possibilistic
algorithm is the basis of the family of fuzzy cleisng clustering methods and membership values can be
algorithms. The family of objective function-basedterpreted as the values of typicality degree.

fuzzy clustering algorithms includes An outline for a new heuristic method of fuzzy
«  fuzzy c-lines algorithm (FCL); clustering was presented by Viattchenin (2004),rethe
concepts of fuzzya -cluster and allotment among
* fuzzy c-rings algorithm (FCR); fuzzy a -clusters were introduced and a basic version
«  fuzzy c-shells algorithm (FCS); of direct fuzzy clustering algorithm was describ&te

_ basic version of direct fuzzy clustering algorithm
* fuzzy c-rectangular shells algorithm (FCRS).requires that the numbet of fuzzy a -clusters be

These and other well-known fuzzy clusterinffX€d- That is why the basic version of the aldumit
algorithms were proposed by different authors aflich was proposed by Viattchenin (2004), can be
they are considered by Héppner, Klawonn, Kruse af@lléd the D-AFC(c)-algorithm.  Moreover, the
Runkler (1999) in detail. Moreover, some other fuzAlotment of elements of the set of classified otge
clustering algorithms were also proposed. among fuzzy a -clusters can be considered as a
special case of possibilistic partition. So, the D-

All fuzzy clustering algorithms require the usemi®- AFC(c)-algorithm can be considered as a direct
define the number of clusters,. However, it is not



algorithm of possibilistic clustering. The fact waand the reflexivity property
demonstrated by Viattchenin (2007).

o . Hr(%,%) =1, Ox X ©)
The results of application of the D-AFC(c)-algonith
to the Anderson’s (1935) Iris data are considergd bet X ={x,...,x,} be the initial set of objects. Let
Viattchenin (2006) and the results shows that the B be a fuzzy tolerance oX and @ be a -level
AFC(c)-algorithm is a precise and effective nurrmricValue of T, @0 (01] . Columns or lines of the fuzzy
procedure for solving classification problems. ' '
However, a unique validity measure for the D-AFE(c}olerance matrix are fuzzy setA',...,A"}. Let
algorithm was proposed by Viattchenin, Damarats

-- 1 n :
and Novikau (2009) and the proposed linear measErA A} be fuzzy sets orX , which are generated

of fuzziness of the allotment is not effective wegy by a fuzzy toleranceT . The a -level fuzzy set
classification problem. So, the main goal of théper Al —yg(x ' V> o | OILND is fuzz
is a proposition of a new validity measure for the AY”) {(X'”UA' (%)) l'uA' (x) DL Y
AFC(c)-algorithm. The contents of this paper is ag -cluster or, simply, fuzzy cluster. S‘é\la) OA .
follows: in the second section basic concepts ef th | X N _
clustering method are considered, the linear measw 1 (01], A O{A",...,A"} and g is the
of fuzziness of the allotment is presented and & Nenembership degree of the element] X for some
cluster validity index for the D-AFC(c)-algorithns i |

proposed, in the third section an example &zzy clusterA,,, a0 (01], I0[Ln]. Value of a
application of the D-AFC(c)-algorithm with thejg the tolerance threshold of fuzzy clusters elemen
proposed validity measure to the Anderson’s (1935)

Iris data set is given in comparison with the lined’he membership degree of the elemeqt] X for
measure of fuzziness of the allotment and som [

validity criteria for validating fuzzy partition,ni the sgme fuzzy CIUSteA")’ a1, IU[Ln] can be
fourth section methods of the data preprocessieg &e€fined as a

considered and numerical in comparison with the |
compactness and separation index for objective _JHy (%), xUOA, @3)
function-based fuzzy clustering algorithms, in fifign L 0 othervvise,
section some final remarks are stated. ’

2 where an a-level A, ={x0OX |1, (x)2a},
2 A heuristic method of possibilistic o0 (01] of a fuzzy setA' is the support of the fuzzy
CIUStermg cluster A{a). So, conditionA(', = SJpp(A{a)) is met

The basic concepts of the heuristic method [
possibilistic clustering are considered in the tfirsﬂ;r each fuzzy cluster,), a0 (01, 10[Ln].

subsection. The linear measure of fuzziness of thNmbership degree can be interpreted as a degree of
allotment is presented in the second subsectionaantypicality of an element to a fuzzy cluster. Thduea
new validity measure is proposed in the thir@f @ membership function of each element of theyuz

subsection of the section. cluster in the sense of (3) is the degree of shityl@f
the object to some typical object of fuzzy cluster.
2.1 Basic concepts Let T is a fuzzy tolerance oiX , where X is the set

1 nq -
Let us remind the basic concepts of the D-AFC(C?—]c elements, andAg) ... A} IS the family of fuzzy

algorithm. The concept of fuzzy tolerance is theiba clusters for somex 0 (01]. The point r'e 0 AL for
for the concept of fuzzya -cluster. That is why 1.

definition of fuzzy tolerance must be consideredhie

first place. Tle = argrrliax'u" , Ox O Alr 4)
Let X ={x,,...,x,} be the initial set of elements and

T:XxX - [01] some binary fuzzy relation o is called a typical point of the fuzzy clustek,,,
with 24 (%, %) 0[01], Ox,x;0X being its @ 001], 104 n]. A fuzzy cluster can have several

membership function. Fuzzy tolerance is the fuzZyPical points. So, symbat is the index of the typical
binary intransitive relation which possesses tHoINt.

symmetricity property Let Rg(X) ={Alg) || =1,_C, 2<c< n,a D(O,l]} be
Hr (6:%)) = pr (%5,%) 1%, 0 X, (1) 4 family of fuzzy clusters for some value of totera



thresholda, a [0 (0], which are generated by someéumber ¢ of fuzzy clusters and the corresponding
fuzzy tolerance T on the initial set of elementsvalue of tolerance thresholdr are the results of

X ={x,...,X,} . If condition classification.

. A plan of the D-AFC(c)-algorithm is presented, for
> 4 >0, Ox OX (5) example, by Viattchenin (2007).
1=1

— 2.2 The linear measure of fuzziness of the
is met for all fuzzy clustersﬁ{a) ORY(X), I =1c, allotment
c < n, then the family is the allotment of elements of
the set X ={x,..,x,} among fuzzy clusters The linear measure of fuzziness of the allotmeritivh
| — is the validity measure for the D-AFC(c)-algorithm
{Ag.1=1c,2sc<n} for some value of thewas defined by Viatichenin, Damaratski, and Novikau
tolerance thresholdr . (2009) as follows:

It should be noted that several allotme®RS(X) can Vive (RD(X)?C)z X |L(A(Ia)) . (8

| 0
exist for some tolerance threshold. That is why Ay IRX)

symbol z is the index of an allotment. | ) o ) )
where || (A,,) is a modification of the linear index

The condition (5) requires that every objedf, o f,;5iness which was defined by Viattchenin (2006
i=1...,n must be assigned to at least one fuzzs

cluster A('a), I:l,_c, c<n with the membership

2

I y= < [ [

degree higher than zero. The conditich<c<n I (An) = n Ly (Aay Aay) ©)
requires that the number of fuzzy clusters in each

allotment RY (X) must be more than two. Obviouslywhere ny = card(A,), A('a) ORY(X) is the number

the definition of the allotment among fuzzy clustés)
is similar to the definition of the possibilisti@gtition.
So, the allotment among fuzzy clusters can t@H (A(Ia)'Al(a)) is the Hamming distance
3considered as the possibilistic partiton and fuzzy

clusters in the sense of (3) are elements of the | |

possibilistic partition. dy (Aey Any) = 2 ‘,U“ —,UA|(Q)(Xi)‘ (10)

x OAy

of objects in the fuzzy cluster A('a) and

If condition

S between the fuzzy clustefy,, and the crisp se_'
> card(A,) 2 card(X), DA, ORI (X), (6) Aa) A
I=1

nearest to the fuzzy clusteﬁ{a). The membership

and condition function of the crisp sefi,, can be defined as

card(A, n A7) <w, DAy, Agy. 1M, (7) 0, u, (x)<O05

a)

_ _ |
are met for all fuzzy clustersﬁ{a),l =1c of some 'L’A'(a) (x) = 1 u, (x)>05 Ox OA,, (11)
Ata) ’

allotment RY(X) ={ A, || =1c,c<n} then the

allotment is the allotment among particularly separ Wherea [ (01] .
fuzzy clusters andd £ w< n is the maximum number
of elements in the intersection area of differamziy

clusters. size of each fuzzy cluster. Using - (R7(X);c) , the

Obviously, if w=0 in conditions (6) and (7) then theoptimal numberc of fuzzy clusters can be obtained
intersection area of any pair of different fuzzyster by maximizing the index (8) value.

is an empty set and fuzzy clusters are fully separa

fuzzy clusters. 2.3 A new cluster validity measure

Detection of fixedCc number of fuzzy clusters can be .
considered as the aim of classification. So, tHgo™ (_)ther hand, a density Of. fuz_zy clusters can be
" “taken into account for the validating allotment.eTh

allotment R (X) ={Ay,, || =1c} among the given density of fuzzy cluster was defined by Viattchenin
(2006) as follows:

The fuzziness of the allotmef®”(X) depends on the



density. The density of each fuzzy cluster
Aéa) ORY(X) is increasing with increasing of the

1
D(Aila)) =— Z,Un , (12
N oAl
number ¢ of fuzzy clusters. So, foc - n we have

_ | | 0
where n =card(A;), A, DOR(X)  and D(A)) -1 for all A, , 10{L...,¢}. Moreover,
membership degregy; is defined by formula (3). Itisfor ¢ . n we havea — 1. Thus, the value of the

obvious that condition tolerance thresholdr must be taken into account. So,
| the validity measure can be defined as the ratithef
0<D(Ag) =1, (13) sum of densities of fuzzy clusters of some allotnen

the number of fuzzy clusters minus the value of the
is met for each fuzzy cIusterA{a) in RD(X). tolerance thresholdr . However, a case of particularly
Loy _ | 0 separate fuzzy clusters must be taken into account.
Moreover, D(Ay) =1 for a crisp setA,) UR(X) 15t s why a total number of objects], in
for any tolerance threshold, a [0(0]1]. The density intersection areas of each pair of fuzzy clusteustm

of fuzzy cluster shows an average membership degh&ecalculated.
of elements of a fuzzy cluster. Thus, the measure of compactness of the allotnaant ¢

The density of fuzzy cluster (12) can be considaedbe  defined  in  the  following  way:
the basis for a validity measure, too. The validity

measure must be taking into account the compactness

of fuzzy clusters which is characterized by their

| ZD D(A(Ia))
Ay IR O -a, for fully separate fuzzy clusters
c
Ve ®09= (T D(A,) 0
| O
A A (X; —a |, for particularly separate fuzzy clusters

where N is the total number of elements in all resented as a matrix of attributeg :[)’Zl]
intersection areas of different fuzzy clusters. eNthtat P nxm i

. St
the value ofV,,c (RU(X);c) for fully separate fuzzy | =1....150, t=1....4, where the valueX is the
clusters will be equal to the value for particuarlvalue of thet -th attribute fori -th object. The method

separate fuzzy clusters in the case E1. The oOf the data preprocessing is described by Viatichen
measure of compactness of the allotmef?006). The data were preprocessed using the stjuare
normalized Euclidean distance (Kaufmann, 1975). So,

Ve (RA(X);0) i herc is cl ton.
we (RY(X);c) increases whert is closer to the matrix of fuzzy toleranceT =[g4 (% ,X:)],

. . | . —
Solving  min 'V'C(R (X)’C))' €= 2 Crac i,j=1...,n was obtained.

cma%s“n—l, is assumed to produce valid clustering Qfe applied the D-AFC(c)-algorithm to the matrix of
the initial data sefX . fuzzy tolerance for c=2,...,C,=5. So, we

. . calculated the values of the linear measure ofifiezss

3 An illustrative example of the allotment and the measure of compactnetiseof
allotment for differentCc values and we plotted these

The Anderson’s (1935) Iris data set representereifit validity measures in Figure 1 and Figure 2.

categories of Iris plants having four attribute uesl.

The four attribute values represent the sepal kengt

sepal width, petal length and petal width meastioed

150 irises. It has three classes Setosa, Versieoidr

Virginica, with 50 samples per class. The problertoi

classify the plants into three subspecies on tlsés

this information. The Anderson's Iris data can be
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Note that most validity measures reported in the
literature provides two clusters for this data
(Bouguessa, Wang, Sun, 2006).

288 4 Conclusions
Figure 1: Plot of the linear measure of fuzzindsthe
allotment as a function of the number of clusters. A new cluster validity measure for the heuristic D-
* 3. AFC(c)-algorithm of possibilistic clustering is
Vige (B, (X)iC) . . : .

: : introduced in the paper and a numerical experiment
| | confirmed its utility. Thus, the result of applicat of
0.20p------ i N B the proposed validity measure to the data set shows
' ' ' : that the validity measure is an effective tool for
solving the classification problem.
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Figure 2: Plot of the measure of compactness of théf-  Aliaksandr ~ Damaratski ~ for  elaborating
allotment as a function of the number of clusters. €xperimental software.

By executing the D-AFC(c)-algorithm
forc=2,...,C,.«=5, we obtain that the optimal

Scluster numberc is chosen atc =5 for the linear Anderson, E. (1935) “The lIrises of the Gaspe
measure of fuzziness of the allotment. However, the Peninsula.” Bulletin of the American Iris Society,

number of fuzzy clusters = 3 corresponds to the first Vol.59, pp. 2-5.

maximum for the validity measure. From other hang, . :

the measure of compactness of the allotment finds ezdel_<, ‘].'C' (1981§’attern Re<_:ogn|t|on With Fuzzy.
timal cluster numbec at ¢ = 3. Allotments among Objective  Function - Algorithms. - New  York:

op ' i Plenum Press.

fully separated fuzzy clusters were obtained ¢or 2

and ¢ = 3. The value of the total number of eIement@OU%Ube_SS?- MI,'A S. Warr]wg ta”dc:"- tSU”-V(f_gO?_) 'f‘”

in intersection area$l is equal 10 for the allotment JECUVE ~ Approac 0 uster _vaidation.

among four particularly separate fuzzy clusters fand f:ggm Recognition Letters, Vol.27, pp. 1419-

c=5 we haven=17. So, the result of the proposed '

validity measure is seems as appropriate. Hoppner, F., F. Klawonn, R. Kruse and T. Runkler.

. (1999) Fuzzy Cluster Analysis. Methods for
To demonstrate the effectiveness of the proposed i, gfication. Data Analyss and  Image

validity measure, we conducted extensive comparison Recognition. Chichester: Wiley Intersciences
with some cluster validity indices for validatingzizy ' ' '

partition. The partition coefficient\(,;), the partition
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