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regulation using neural networks for forecastinghaf
ADbstract future intensity of movement of transport streamd a
calculation of phases of work traffic lights object
(TLO) during the following moment of time. At
adaptive regulation formation of a transport straam
carried out, basically, not adjusting factors, amdier
the influence of other factors not connected with
regulation at a crossroads. The problem of adaptive
regulation, in that case, is reduced to imposinghen
generated streams of such regulation which would gi
a minimum of losses.

This is a continuation of a research on adaptive
management of the traffic light object. It is known
that for successful usage of adaptive regulation it is
necessary to watch characteristics of a transport
stream and to oper ate phases on various algorithms
[8]. Application of neural networks for forecasting
of characteristics of a stream will allow using more
difficult and effective control algorithms.

Adaptive control by the TLO represents the condaept
1 Introduction which by means of sensors definition of intensify o

transport streams on the way to a crossroads i®.mad

The main sites of a high system of a city ar?,n the basis of this data it is necessary to cocisthe

crossroads. On them the greatest losses as usage ecasi a]??ut cros(jsrf)ags work ddl:.”ng. thg foltl_owmg
road are observed. The analysis of traffic condgio moment of time and 1o bring updating in duration o

shows that intensity of transport streams O?pases traffic regulations. Thus, there is a catmn

approaches to a crossroads are not constant, &ndogttlmum duration of phases of work of a traffichlig

subject to changes within days with the strong the basis of the found out volumes of the traffi

pronounced peak periods (one or two). Besides, oV 751 mode of real time allows to react to change of

at constant intensity, movement of cars has casyglimes of vehicles that leads to reduction of kyle

character; there are oscillations among the ca?rg&'&%éf?ﬁ rti?rl:cuon of turns, and also to wgtime
approaching to a crossroads for the identical periaf '
time. Work of any adaptive system is critically connected

At slow change of intensity optimal duration ofyale with a good subsystem of d.ete.c.tion of charactesisti
of a transport stream. Reliability and accuracy of

and the phases, calculated for conditions of thek pe

eriod, for the rest of the time of days a ear_noﬂecision-making on adaptiv_e .regulation can.not be
gptimal as a rule, too big, leading unju};tifiegrpisport reached without enough qualitative system of detgct
delays ' ’ ' of transport [7].

Rigid program regulation is not capable to considg}l the given work use as d_etecto_rs of transport (.)f
é(stem of the detecting using video detectors is

short-term casual fluctuations among the car

approaching to a crossroads. Recently various rsr;asteSUppOSEd‘ Various algorithms of digital processihg

which allow considering changes in transport steaf'29s and computer sight allow to find out prdgise

more and more actively develop. One of directiohs 8nough _fqr today vehicles and to measure
Fgaractenstlcs of a transport stream. In aggregitte

networks for the decision of a problem of regulatioappl'cat'on of neural n_etworks for _forecastlng of
[6]. intensity of a stream .du.rlng_ the following mom_emt o}
time, reception of minimization of losses of vebgls

ible.
2 Problem statement possible

The purpose of the given work is the analysis o% Approach% for forecastlng of
possibility of creation of system of the adaptivéntensity of transport streams



A difficult observable time series - finite and ity 2400 y

set of ranged data of the numerical nature of foumi  vehiciesn 2000

informational rank [5]. Movement of vehicles in m //

to a crossroads represents a difficult observabie t 1690 —17 N
series. This time series depends on set of factods 1200 / ™
changes eventually very strongly. In traffic 400 / \\
fluctuations as on the long periods of time — winte / Y=ty N
summer, on averages — within days of week, and 407

short — during the day are observed. ; a
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For reception of values of the given time seriess it
offered to use video detectors as gauges of apoans
stream. On the basis of the analysis of imagesvede Figure 1: The main diagram of a transport stream.

they carry out measurement of intensity of a trartsp Such model corresponds to linear auto-regression an

stream [4]. Algorithms of digital processing of itas . ; : -
allow finding time correspondence between detectésddescnbeOI by following expression:

objects from a frame to a frame. Time identificatadf = n
the selected areas of the map is thus providedtsnd X(N) = ZCq(X(p -n+k-1),
appropriate information on objects in observable k=1

allowed band, namely, a trajectory, speed and a —
movement direction is defined. From the specifigf,ore W K=1n

. X ) — the synaptic weights of the
parameters there is an intensity of transport steea —

necessary for forecasting. network; X(P) _ estimation of value of a time series
Intensity of a transport stream is defined as fedp x(p) in time P .

_n A

=7
where

n — quantity of vehicles cleared road sectionrimett.

The transport stream can be characterized three |  f— Leaming sampling farecasting
parameters: intensity g, average speed V and gen:
D. These parameters are linked by the main equat -
of a transport stream: g = DV. m t

Graphically this equation represents the main diagr
of the transport stream which general view is shown
on fig. 1. The  forecasting error is  defined, how

Figure 2: Forecasting of a time series.

For adaptive regulation and calculation of duratisn €(P) = X(p) = X(p) _

phases forecasting of a time series — dependerices o o ]
sampling of known terms of the series is used. rAfte

For forecasting of such time series it is possiblese trajning the network should predict a time seriasao
neural networks. The forecasting task is formalizegok-ahead period.

through the pattern recognition task. The data fhou ) ) )
predicted variable for some period derivates angematiaving received intensity of a transport streanttun
which class is defined by value of a predictedaials  following period for TLO it is necessary to caldala
in some instant outside of the given interval, tisaa New duration of phases.

value through a predication interval. Duration of «a green signal» for a mainstream:
Collection of known values of a time series degvat q,CC..

the learning sampling which dimension equals m. F¢y, = % ——mn_

forecasting of time rows the method of "a sliding Or X1

window" is used [2]. It is characterized by lengtha

window n which equals to quantity of units of thme Where

series simultaneously submitted on a neurgl netV\rbr_kql — intensity of movement of a mainstream for the
defines structure of a neural network which coBsisyiyen lane, vehicles in a second,

from n distributive neurons and one output neuron.



0. — Stream of saturation for the given transpostream at present time, in the given concrete cyunle
stream, vehicles/s, the approach offered in given operation the situais
redicted on one or the several traffic light cgcle
orwards that provides handle by more difficult
criteria, such at least losses at a crossroadsiding
xim1 — limiting value of a loading factor of a lane for stops and delays. Application in the given apprdach
mainstream. forecasting of neural networks, with their posdiiei
n generalization of the data and prolongation of
esults, allows to consider at adaptive control of
oscillation of intensity of a transport stream asing
_q,LC,, the durable periods of time, a time of year, andndu

— daily changes (fig. 2).
qn2 Dxlim 2

Chin — the minimum duration of a cycle for transitio
of pedestrians, second,

Duration of «a green signal» for a direction o
secondary direction:
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where

gz — intensity of movement of a stream for the give 5 |,

lane, vehicles in a second, :500 O O
000
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Xim2 — limiting value of a loading factor of a lane fr
stream of the second direction.

Having received for crossroad new values fofigure 3: Daily oscillations of intensity of a tisport
regulation phases it is necessary to transfer tioetime stream.

controller. As neural networks allow achieving higlas a result offered approach to realization of gigtap
degree of correlation of the forecast with the &b, regulation at a crossroads will allow raising qtyatif

the received values of duration of phases WI”V&"OWork of TLO in Comparison with steering on r|g|d
generating the schedule of switching of phases gptimum duration of phases.

some time interval forward. With reduction of amoer
of the forecast, crossroads work will adapt as magh
possible under existing road conditions.

For forecasting of time series it is possible t@ us
various types of neural networks [2]:

. The Linear neural network Refer ence

. The Heterogeneous neural network (sigmoid
activation function, logarithmic function of acttian) Elman, J.L. (1990) Finding structure in time.
Cognitive Science. pp. 179-211.

. Recurrence neural networks (model of Elman,
Jordan's model) Golovko V.A. (2001) Neural network systems:
Proceeding from [7], as transport stream in timthe- t5r§|n|ng, the organization and application. pp~55

difficult time series, the most preferable architiee

for forecasting heterogeneous neural networks willordan, M I. (1986) Serial order: A parallel distried
logarithmic function of activation and recurrent thre processing approach. San Diego: University of
basis of model of Elman [1] and Jordan [3] look. California.

Results of forecasting l:_)y neural networks on t.mg).aLukjanitsa, A.A. and Shishkin, A.G. (2004) A progra
of the resulted architecture allow approximating o
complex for monitoring of means of transport

difficult time series with fine precision. under the video image. Moscow: The Moscow

State University.
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