Gubensky Andrey as-21
3. ЭКСПЕРЕМЕНТ

Результат агента, будет иметь успех или нет, зависит от размера gridworld. Эксперименты были бы выполнены, изменяя размер gridworld – от меньшего к большему – с М. и N  должны быть увеличенны, примерно, от 3 до 100.

Вы можете сообщить о числе успешно отработавших, у которых  досягаемоя цель агента  как функция из размера gridworld.

Вы запускаете свое моделирование с агента, которое  идет gridworld наугад (Метод случайного блуждания).

Тогда Вы выбираете по крайней мере одну из методики устройства со средствами самообучения и исследования как методика, которую вы выбрали.

Вы можете сравнить их друг с другом что касается  каждой из методик которую вы выбрали.

3.1 Метод случайного блуждания

Агент перемещает на один шаг вверх, вниз, направо, или налево, если такое действие

возможно. Если движение не возможно из-за границы gridworld, ничего не делайте

и решите следующее действие снова наугад. Это было бы повторено до агента

который достигает цели, или умирает. Максимальное число шагов

должно быть определено в зависимости от размера gridworld. Например агент может

переместится на 1000 шагов, если он не умирает во время своего путешествия.

Мы теперь можем смотреть на результат агента метода случайного блуждания в пустом огромном

 упомянутом gridworld выше. См. иллюстрацию. 2.
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Иллюстрация 3: В мире архитектуры 96x96, начинающийся от (24,24) робот идет, нацеливая цель

в (72,72) из которого у робота не было никакой априорной информации. Оставленный: путь, выбранный от 100 испытания методом случайного блуждания. Право: маршрут минимального Манхэттанского расстояния к цели.

Эксперимент 1

(1) Выполненный алгоритм, изменяет случайное число и отбирает от выполненного, чтобы

дальше работать.

(2) Подсчитайте число агентов, которые преуспели, повторяя выполнения, скажем, 200 раз. 

(3)Покажите пример маршрута, за которым следует успешный агент. Или, также маршрут агент

Который неудался.

3.2 Генетический Алгоритм

Заимствуя идею от биологического развития, мы можем решить определенные типы проблем

алгоритмом, который мы называем Генетическим Алгоритмом. В этом случае мы выражаем проблему

которую хотим решить вектором, который мы называем хромосомой. Хромосома составлена из числа генов. 
Вначале мы создаем совокупность, из 100 хромосом наугад.

Это не очень хорошо , потому что они беспорядочно созданы. Но некоторые - 

немного лучше чем другие. Таким образом мы выбираем  две хромосомы, большая вероятнось выбора лучших. 

Теперь, давайте выберем их на наугад из лучшей половины 1 совокупности. Это называют, усекать выбор.

Давайте назовем этих двух родителей хромосом. Тогда мы создаем ребенка от этих двух родителей

операцией пересечения.

Стандартное пересечение - то, что мы называем одним пересечением пункта. Мы вырезаем две 

родительских хромосомы в том же самом местоположении наугад. Таким образом, местоположение, которое будет вырезано, выбрано, создавая, a случайное целое число от одного до N — общее количество хромосом. Тогда мы берем первую часть от одной родительской и вторую часть от другого родителя и объединяем эти две части.

См. следующую иллюстрацию.
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Есть еще одно пересечение которое  называют однородным пересечением, где мы выбираем гены один за другим, любые от родителей наугад.
 См. следующее число.
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Тогда, повторяя эту процедуру (выбирается две родительские  хромосомы и создают одну хромосому), делая это 100 раз, мы создаем следующее поколение. Совокупность следующего поколения включает то же самое число хромосом что и в предыдущей совокупности. Таким образом мы может развить первую случайную совокупность поколения хромосом 
Мы можем ожидать, что производительность тех хромосом становится лучше постепенно.

Мы также даем мутацию, чтобы ввести новые гены. Это должно избежать для личностей в совокупность, которая будет поймана в ловушку в местный минимум. Вероятность для мутации, чтобы произойти
Агент в GA ведет себя следующим за его хромосомой 

Что мы принимаем, вот является развитие в мозге агента заранее действием. Это совокупность хромосом в мозге будет развита. Тогда после конвергенции, агент действует после лучшей хромосомы.

(i), (ii) вниз, (iii) в право, и (iv) в лево. См. пример ниже.
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Иллюстрация 4: пример хромосомы и пути представлен этим.
Принятие теперь полная энергия, когда агент запускает, является 500 модулями, как пример, все

у хромосомы есть 500 генов, значение которых 1, 2, 3, или 4. Тогда (1) Создают 100 таких хромолитографий -

somes наугад. Это - начальная совокупность; (2) Оценивают здоровье – насколько хороший

хромосома – Манхэттанским расстоянием, когда маршрут приближается к цели с a
самое близкое расстояние. Отметьте что чем меньший здоровье, тем лучше хромосома; (3) Вид

совокупность согласно здоровью. С лучшим наверху и с самым плохим

в основании; (4) Поднимают две родительских хромосомы беспорядочно от верхней половины совокупность и создает одну дочернюю хромосому однородным пересечением; (5) Видоизменяют с дочерняя хромосома, заменяя ген 1, 2, 3, или 4 наугад. Это должно быть сделанным, выбирая ген, который будет видоизменен с вероятностью 1/500. Не все гены;(6) Повторитесь (4) и (5) 100 раз, чтобы создать следующее поколение; (7) Отчет среднее число здоровье и максимальное здоровье в каждом поколении; (8) Остановка итерация, когда здоровье любая хромосома становится 0, что означает, что хромосома успешна, затем остановить выполненный.
Следующая иллюстрация - максимальное здоровье против итерации такого выполненного.
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3.3 Изучение Укрепления
В Укреплении, Изучающем (RL), агент берет одно государство, за один раз выбранное из пред-определенный все возможные государства. В каждом из тех заявляют, также всем возможным действиям дают тот одним с вероятностью того, как вероятно действие будет сделано.

Могло бы быть полезно понять это, если мы предполагаем что мы иногда в состоянии того, чтобы быть счастливый или в состоянии того, чтобы быть грустным. Тогда примите теперь, что мы видим кошку.
Также примите возможное действия будут объятием (i) кошка; (ii) пренебрежение; (iii) пинают кошку. Когда мы находимся в счастливом государство, наиболее вероятное действие будет объятием кошка, в то время как, когда мы в состоянии грустного, мы могли быпренебрегите кошкой, или мог бы пнуть кошку.

Агент в RL ведет себя следующим за его политикой

Таким образом, RL определен рядом государств и ряда действий. Тогда, нам назвали таблицу

политика, в которой каждая из всех возможных пар государства и действия соответствует своей вероятности.                                                                                                                                            Начинаясь со случайного присваивания этой вероятности вначале, политика будет возобновлен согласно опыту агента.

