1. Что такое Генетический алгоритм?
Допустим имеется набор из n переменных. Необходимо получить оптимальную последовательность из n переменных. Для этого воспользуемся генетическим алгоритмом:

· Популяция – последовательность переменных хi. Каждая такая последовательность называется – хромосомой (особью).  
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· Оценка приспособленности – отображает, насколько хороша отдельная особь.

Порядок необходимых вычислений:

1. Инициализация – случайным образом генерируется начальная популяция, которая состоит из р хромосом.

2. Оценка приспособленности – оценка соответствий каждой хромосомы. Сортировка хромосом в порядке уменьшения их качественных характеристик.
3. Селекция – Выбираются 2-ве хромосомы. (случайным образом из представителей лучшей половины популяции).
4. Репродукция – потомок формируется в результате следующих двух операций:
–  равномерное скрещивание. Пример:
[image: image2.png]



                 –  мутация
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5. Формирование следующей популяции – повтор шага 3 и 4 n-раз.
6. Получение оптимального решения – повтор шагов с со 2-го по 5-ый.
2. Как выбрать родительскую особь?
Методы выполнения селекции:

1. Селекция отсечения – самый простой метод. Родители выбираются только из числа наилучших особей.
2. Селекция по принципу «рулетки»  –  выбор пропорционально качеству: 
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Данную селекцию можно выполнить следующим образом: отсортировать имеющиеся хромосомы в порядке убывания значений их оценки приспособленности и последовательно пересчитать для каждой хромосомы значение оценки накопительным методом. 
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3. Селекция турнирная  –  допустим, что имеется μ родительских особей и μ потомков. Значение оценки приспособленности каждой из  2μ особей сравнивается с оценками приспособленности q особей, которые случайным образом выбираются из множества 2μ для каждой операции сравнения. Затем 2μ особей упорядочиваются согласно количеству побед.   
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3. Как выбрать родительскую особь?
3.1 Кроссовер
Кроссовер (сокращение) – используется для генерации потомков.

Вот три метода операции сокращения: 
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3.2 Мутация

Мутации необходима для получения новых генов. Вероятность мутации невелика – приблизительно = 1/кол. генов.

11. Планирование стратегии – Дилемма Заключенного.

Быть или не быть? – вот в чем вопрос. Не только работы Шекспира, но и многих других авторов посвящены данной дилемме.

11.1  Когда появляется дилемма?
Предположим, n человек являются участниками игры. Каждый участник находится в своей кабине, откуда не видит и не слышит других участников данной игры. В кабинах есть кнопки. Все участники могут находится в кабине на протяжении одной минуты. Если никто не нажмет кнопку, то каждый из них получит 100$, с другой стороны  если кто то нажмет кнопку, то первый получит 10$, а остальные ничего. Как бы Вы поступили в этой ситуации? 
11.1.1  Условия наличия дилеммы.

В теории существует задача – Дилемма Заключенного:  

Задача Дилемма Заключенного – двум арестантам А и В предлагается сделка :

· Если А сознается, В нет – то А будет освобожден, а В получит 5-ть лет тюрьмы, и наоборот.

· Если сознаются оба, тогда оба получают по 4-и года.
14. Конечные автоматы и эволюционные вычисления.

14.1  Чё такое FSM?
Человек постоянно подвержен влиянию раз. чувств, которые формируют его состояние. 

Действие – это результат оценки и обработки поступающей информации.

Пример 

Я пребываю в подавленном состоянии. 

От одного из моих сенсоров – «рот» поступает 

входной сигнал – «водка». В этом случае мое

состояние меняется на – «счастье». 

И результат – действие – «пой песни». 

Работа конечного автомата характеризуется такими же составляющими : состояние, входные данные, действие. Работа КА начинается с определенного состояния. Под воздействием некоторых входных данных происходит изменение состояния и выполняется некоторое действие. 
14.2  Задание в качестве примера.
14.2.1 Метод с использованием  Нейронной Сети.
14.2.2 Метод с использованием Конечного Автомата.

КА с 4-мя состояниями

Стратегия для решения задачи: двигаться вперед если перед ним ячейка со следом;

Если он не видит перед собой след, он разворачивается на право и проверяет наличие следа в это направлении. Если след обнаружен, он продолжает движение вперед, но если следа нет, он снова поворачивается на право. КА в поисках следа может повернуться до 4 раз. После этого он примет исходное направление и продвинется вперед, даже при отсутствии следа. После этого он опять займется поиском следа по 4-ем направлениям.
14.2.3 Скрытый Марковский процесс.

В отличии от КА, Скрытый Марковский процесс (СМП) – является недетерминированным. 
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Figure The John Muir trail in 32 x 32 toroidal grid.
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