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1. Что представляет сбой генетический алгоритм?

Пусть есть набор из N переменных. Нам нужно найти оптимальный ряд, состоящий из этих N переменных. Представим генетический алгоритм в виде:

· Набор строк xi представляет собой популяцию. Каждая из этих строк – хромосома или, как иначе её называют особь.
[image: image49.emf]
· Определим значение функции приспособленности по принципу “Насколько хороша каждая особь?” 
Далее выполняется эволюция, которая предполагает улучшение результата от поколения к поколению:
1. (Инициализация) Генерируем случайным образом начальную популяцию, состоящую из p хромосом
2. (Оценка приспособленности) Определим значение функции приспособленности для каждой хромосомы и отсортируем их от лучшего значения к худшему. 
3. (Скрещивание) Выберем 2 хромосомы.
Здесь выбираем случайным образом из лучшей половины получившейся популяции. (Селекция Усечением - Truncate Selection.) 
4.  (Репродукция) Производится потомство при помощи двух следующих операций:
 - Например, Равномерное Скрещивание (Uniform Crossover)
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- Мутация 
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5. Создаём следующее поколение, повторяя 3 и 4 шаги n раз
 6. Повторяем шаги 2 – 5 пока не получим нужный результат или близкий к нему.
2. Как происходит отбор родительских особей?

Чем лучше значение функции приспособленности – тем больше шансов быть выбранным.
Три различных варианта отбора:

· Селекция Усечением - Truncation Selection (Самый простой из трёх)

Выбираются родительские особи из лучших нескольких процентов популяции.

· Выбор по принципу «Рулетки»:

Выбирается так, что вероятность выбора той особи больше, у которой большее значение функции приспособленности.

Например:
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Более точно особи сортируются от меньшего значения к большему, и рассчитывается кумулятивное значение функции принадлежности для каждой как показано в таблице:
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Затем случайным образом выбираем значение для r от 0 до 1,


Если r< 0.125 то выбираем #1, иначе если r< 0.250 то выбираем #2, иначе если r< 0.375 то выбираем #3 и так далее…

· Турнирная Селекция - Tournament Selection 
Предположим, у нас есть μ родительских особей, и их μ потомков. Значение функции приспособленности для каждой из 2μ особей, сравнивается с этим же значением для q особей, которые выбираются случайно из этих 2μ особей на каждом этапе сравнения. Затем 2μ особей выстраиваются в зависимости от количества побед, и лучшие μ выживают (q- Турнирная Селекция).
Нужно отметить, что даже те особи, у которых значение функции приспособленности самое худшее-могут быть отобраны по принципу «Рулетки», однако, это имеет место, пока в действие не вступит Селекция Усечением, где у особей с худшим значение функции приспособленности просто нет никаких шансов «выжить». Турнирная Селекция так же может выбирать худших представителей, кроме тех, которые входят в q наихудших. Изменяя q, можно контролировать возможность выбора худших особей.
[image: image6.png]



3. Как из родительских особей получается потомство?
· Скрещивание

Так называемое скрещивание используется для воспроизводства потомства. Тут можно выделить три разных способа скрещивания:
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· Мутация

Желательно производить мутацию включением новых генов. Это необходимо во избежание того, чтобы особи популяции сходились в локальном минимуме функции приспособленности. Вероятность мутации невелика – как правило, 1/(количество генов). Точнее, если случайно сгенерировано число от 0.0 до 1.0 – и это число меньше чем вероятность мутации, то ген подвергается мутации, иначе нет.

4. Часто используемые функции.

- Рассмотрим уже известные решения с помощью генетического алгоритма.

Ниже описываются две многомерных тест-функции, глобальные минимумы которых уже известны. Полезно исследовать эти тест-функции чтобы изучить как теория эволюции должна работать в компьютерной программе.
· Модель сферы (Sphere model)
Одна из самых простых функций:
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Значение [image: image9.png]r; € —5.12,5.12] (1=1,2,---.n)



. Эта функция – представление всем известной функции y=x2 в n-мерной интерпретации. Единственный глобальный минимум находится в начале координат, и отсутствуют локальные минимумы. Значит, она будет являться хорошим началом для попытки реализовать генетический алгоритм.
· Функция Shcwefel 
Следующая далее функция называется функция Shcwefel, которая имеет большое число локальных минимумов и единственное значение глобального минимума в начале координат. Поиск глобального минимума выполняется на интервале [image: image10.png]z; € [—500.500]




[image: image11.png]



Вы можете попробовать исследовать эту гиперповерхность при n=20. Например, когда поверхность определена в 20-мерном Евклидовом пространстве. Однако, если вы хотите представить себе графически как выглядит эта функция, вы можете посмотреть на её представление в двумерном пространстве на рисунке “Figure 1”. 
y = x sin(|x|)
· Другие экспериментальные функции:

· Rastrigin’s Function F6:
[image: image12.png]y=nA+ Z (a7 — Acos(2ma;)), a; € [-5.12 — 5.12].
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Figure 3: A two-dimensional version of the Schwefel’s Function’s graph.





(Двумерное графическое представление Shcwefel функции)

· Неровность может контролироваться изменением значением A.
· Пример двумерного представления (при n=1)
y =3 + x2 − 3 cos(2πx).
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Figure 4: A 2-D version of Rastrigin function




· Griewangk Функция F8:
[image: image15.png]y=">_ a}/4000 — [ cos(a;/ Vi) + 1, a; € [~600,600].
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Двумерное представление:

y = x2/4000 − cos x +1.
· Ackley Функция F9:
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[image: image16.png]Figure 5: A 2-D version of Griewangk function




Двумерное представление:

[image: image17.png]y = =20 exp (—0.2v/2%) — exp (cos 2r

Figure 6: A 2-D version of Ackley function





5. Рассмотрим простые двумерные функции
Сейчас рассмотрим более простую функцию, в которой x – одномерная переменная, и пронаблюдаем поведение хромосомы, если функция имеет два минимума, один из которых – локальный минимум, а второй – глобальный минимум. Пример:
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Где                                    

[image: image19.png]Figure T:



  
Экспериментальная функция, [image: image20.png]—5z° — 6z° + 8 + 15 with x € [=2,5].




Попробуйте применить генетический алгоритм для поиска минимальных значений у.

6. Нейронные сети для XOR
Рассмотрим простейшие примеры.
Будем считать, что нейроны Маккалоха-Питта (McCulloch-Pitts) принимают значение 1 или 0, тогда Y выходной нейрон  получает взвешенную сумму сигналов Xi от N других нейронов, которая рассчитывается по формуле:

[image: image21.png]v =sgn(3w X - 0),




Где sng(x)=1 если x ≥ 0, иначе 0; wi и θ - вес и порог соответственно. Можно заметить, что нейрон будет принимать значение -1 или 1, а не 0 и 1, как хотелось бы. Поэтому приведем уравнение к такому виду:

[image: image22.png]Y =2sgn() wiXi—0) - L





· Нейронные сети для реализации AND и OR
Рассмотрим нейронную сеть для реализации AND и OR логических функций.
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Эта задача настолько проста, что мы можем определить постоянные значение весовых коэффициентов.

Например, wi=0.5, w2=0.5 и θ=0.5, для AND, и w1=0.5, w2=0.5 и θ=0.5 для OR.
Но почему бы нам не попытаться проверить способность эволюционных вычислений.

· НС для реализации XOR
В этом случае необходимо добавить ещё один слой, который называется скрытым. Причиной этого является……
Упражнение 1. Вычислите значение шести весовых коэффициентов с использованием НС для XOR.

Упражнение 2. Создайте псевдо код для эволюционных вычислений, чтобы получить значение шести весовых коэффициентов.

· Большие и сложные Нейронные Сети
Давайте увеличим размерность НС. Например, задача разделения N-мерных точек  (N parity problem).
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7. NP-полная Комбинаторная Задача Оптимизация
· Задача о рюкзаке.
Это одна из наиболее популярных NP-полных Комбинаторных Задач Оптимизации.
У нас есть n предметов. У каждого из них есть вес wi и коэффициент полезности pi. Для каждого i-го предмета существует значение неотрицательное xi. Цель заключается в поиске максимума для выражения: 

[image: image25.png]



Причём так, что 

[image: image26.png]



Где C – максимально возможный вес рюкзака.

Реализация генетического алгоритма очень проста. Наши хромосомы будут принимать вид:

(x1x2x3 ··· xn)
где xi определяет количество i-ых предметов помещенных в рюкзак.
· Уничтожение непригодных хромосом
Один важный аспект в том, что если хромосома удовлетворяет условию (5), она просто удаляется и процедура повторяется с потомством (скрещивание, мутация и т.д.) пока не получим подходящую хромосому. 
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8 Комбинаторная Оптимизация II
8.1 Линейная задача о назначениях (ЛЗН)

8.2 Квадратичная задача о назначениях (КЗН)

8.3 Задача коммивояжера (ЗК)
Если для N городов даны их координаты, тогда Задача Коммивояжера
(ЗК) - это задача, в которой продавец должен посетить все эти города, при этом в каждом побывать единожды и стремиться проделать кротчайший путь. 
Я обнаружил 13,509 реальных городов в США с известными координатами расположения  на веб-странице: 

http://www.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95. 

Почему бы не попробовать нам решить эту многообещающую задачу. Графическое представление этих городов показано на Рисунке 9.

[image: image28.emf]
Рисунок 9: Пример из 13509 реальных городов, расположенных в США. Изображено на основе данных, взятых с 

http://www.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95.

Вопрос состоит в том, как сформировать хромосому, отображающую путь. Если представить предполагаемое решение как список городов, которые необходимо посетить в определенном порядке, такая хромосома пути A-C-F-D-G-E-B имеет вид:
(ACFDGEB) 



(7)

Применимы ли тогда результаты скрещивания и мутации? Ответ – Нет! Например, возможный потомок двух родителей (ACFDGEB) и (AGBFCDE) после применения одноточечного скрещивания (one-point-crossover) может иметь вид (ACFFCDE) и он не является пригодным, так как C и F встречаются дважды, а B не посещается вообще. Или, Если применить стандартную мутацию к (ACFDGEB), например,

путем замены 4-го гена на другое выбранное случайно значение города - (ACFAGEB), такой результат тоже является непригодным.

Тогда, какое представление может быть пригодным согласно результатам скрещивания и мутаций? 

Одна идея заключается в следующем:

Шаг-1. Определим i = 1.

Шаг-2. Ксли i-й ген равен n тогда n-й город в списке является городом, который уже посещен.

Шаг -3. Удаляем город из списка.

Шаг -4. Определим i = i + 1 и повторим от Шага-2 до Шага-4 пока i ≤ n.

Например, пусть список городов:
{A, B, C, D, E, F, G, H, I }

хромосома: (112141311) определяет путь:

A-B-D-C-H-E-I-F-G.

Попробуем одноточечное скрещивание двух родителей (112141311) и (515553321). Потом, как рассчитать мутацию? Как насчет, например, определения двух точек случайно и изменения порядка генов?

Наконец, когда же все-таки необходимо остановить алгоритм? Оптимальное значение не известно. Ответ –  давайте будем наблюдать за изменением значения приспособленности. Можно предполагать схождение значения к оптимальному или близкому к оптимальному. 

Мы изучили решение ЗК при помощи генетического алгоритма. Но наиболее подходящим путем решения являются вычисления называемые  But there seems to be more direct way of computation Оптимизация Муравейника - ОМ (Ant Colony Optimization).
ОМ это техника оптимизации, позаимствованная модель способности общества муравьев к коллективному поведению. Муравьи умеют хорошо находить короткий путь от муравейника к еде. Когда один из них находит еду он связывается с другими, используя химическое вещество феромон (pheromon). Если будет время, то мы позже изучим ОМ.
[image: image29.emf]
Рисунок 10: Графическое представление вышеупомянутого алгоритма сортировки.

[image: image30.emf]
Рисунок 11: Графическое представление вышеупомянутого алгоритма сортировки.

[image: image31.emf]
Рисунок 12: Графическое представление вышеупомянутого алгоритма сортировки.

9 Навигация робота в «клетчатом пространстве» (GridWorld).
Представим теперь, что существует агент или робот в «клетчатом пространстве», предполагаемая хромосома может быть составлена из целочисленных генов от 1 до 4, где 1, 2, 3, и 4 соответствуют одноклеточному перемещению агента на север, юг, восток и запад.  Посмотрите пример ниже:
(1333114114411141322422223)

[image: image32.emf]
Рисунок 13: Графическое представление вышеупомянутого алгоритма сортировки.

Чтобы быть более точными, мы рассмотрим две такие задачи.

9.1 Зондирование «клетчатого пространства» с ограниченной энергией

Поиск пути максимальной Манхэттен-протяженности  (Manhattan distance)

[image: image33.emf]
Рисунок 14: Графическое представление вышеупомянутого алгоритма сортировки.
Поиск пути от стартовой точки после максимального зондирования.

Это может быть не так сложно для нас людей найти такую дорогу. Но как насчет компьютера?
[image: image34.emf]
Рисунок 15: Графическое представление вышеупомянутого алгоритма сортировки.
[image: image35.emf]
Рисунок 16: В «клетчатом пространстве» размерности 96 начиная от клетки (24,24) робот двигается в направлении цели (72,72), о которой робот не имеет информации заранее. Слева: Путь минимальной длины из 100 экспериментов путем случайных перемещений. Справа: Минимальный путь робота найденный после эволюционного обучения как показано на рисунке 3 (Предельная область опущена.)

Теперь вопрос таков: «Как определить функцию приспособленности?»

Вернемся к этой теме о «составной функции принадлежности» позже.

9.2 Задача Джипа
– От “Верблюда в пустыне” к "Ленд-роуверу на Марсе" 

Предположим, есть Джип на базе, которая расположена на границе пустыни. Джип имеет бак, который может быть заполнен до максимума одной порцией (примем за единицу) бензина. С единицей бензина джип может переместиться на некоторое единичное расстояние. Джип может заправляться бензином только на базе. Джип может перевозить контейнеры и помещать в них бензин в пустыне для будущего использования.
[image: image36.emf]
Рисунок 17: Графическое представление вышеупомянутого алгоритма сортировки.
Предположим путь должен начинаться от стартовой линии в пустыне

Вопрос таков “ Как далеко Джип сможет проникнуть в пустыню по прямой дороге, когда n единиц бензина доступно на базе.

Например, когда n = 2, наилучшая стратегия – это стартовать с базы с единицей бензина в баке Джипа и проехать 1/3 единицы расстояния (будет истрачено 1/3 единицы бензина для достижения данной точки), потом оставить 1/3 единицы бензина в контейнере здесь (теперь у Джипа осталась 1/3 единицы бензина в баке) и вернуться на базу. Как раз, когда Джип вернется на базу весь бензин взятый в начале будет использован. Потом Джип заполнит бак второй единицей бензина и проедет 1/3 единицы расстояния, там заполнит бак бензином, оставленным ранее и бак будет снова полон, потом проедет вперед, пока весь бензин в баке не будет израсходован. Таким образом, максимальная дистанция, которую проедет Джип составит 4/3 единицы расстояния.
Определив максимальную дистанцию для n = 2, мы уже знаем максимальную дистанцию Dn для n единиц бензина, выраженную как рекурсивное выражение 
Dn = Dn−1 + 1/(2n − 1).

Наш интерес заключается в том, смогут ли эволюционные вычисления найти почти наилучшую стратегию, посчитаем, что при n = 5 максимальная дистанция 1323/945=1.4. 

10 Схема Сортировки
– Каков минимум необходимых сравнений?

Кто умнее? – Человек или Компьютер?

При написании алгоритма, также существует необходимость сортировать набор элементов, упорядочивая их в соответствии с некоторым критерием. Теперь, пример, создадим ли мы программу для сортировки 16 целочисленных входных значений в порядке возрастания? Мы выберем два элемента от одного элемента к следующему, сравним их, и поменяем местами, если их порядок не удовлетворяет условиям сортировки. 
Алгоритм 1 (Алгоритм Сортировки) Предположим, необходимо отсортировать N численных элементов от меньшего к большему.
• For i = 1 to N-1

_ For j = i+1 to N

· If item(i) < item (j) Then меняем item(i) and item(j)

Теперь представим вышеописанную сортировку графически следующим образом:

[image: image37.emf]
Рисунок 18: Графическое представление вышеупомянутого алгоритма сортировки.
Общее количество сравнений в данном случае 120, впрочем это не очень эффективный способ.

Следующая задача – это какое минимальное количество сравнений при котором любой произвольный набор из 16 значений будет правильно отсортирован. 

Задача (Схема Сортировки) Задание – отсортировать n элементов. С этой целью сравниваются i-й и j-й элементы и меняются местами, если необходимо. Основная задача состоит в том, чтобы найти алгоритм, который правильно сортирует все n элементов с минимальным количеством сравнений.

Возможно, будет интересно рассмотреть маленькую историю по данной теме. В 1960 г. , в сообществе по компьютерным алгоритмам было состязание на то, какое количество сравнений, когда скажем (n = 16)? Результаты были:

 - 65 сравнений (Bose and Nelson, 1962).
- 63 сравнения (Batcher, Floyd and Knuth, 1964).

- 62 сравнения (Shapiro, 1969)
- 60 сравнений (Green 1969)

Смотрите рисунок ниже.
Batcher сортировка: 63 сравнения (Knuth 1973):

[image: image38.emf]
Рисунок 19: Предложенная Batcher’ом схема сортировки с 63 сравнениями (1964)
До сих пор, однако, мы не имели доказательств оптимальности алгоритмов. Тогда позвольте применить Эволюционные Вычисления для поиска данного минимального количества. Будет ли это работать лучше, чем человек? Hillis (1992) исследовал это. Нововведения Hillis’а были в том, что он разработал Хромосому Диплоидия (Diploidy Chromosome) как описано далее. Более детальное описание будет далее. Здесь покажем простой вариант применения ГА. 

Предположим, что одна хромосома соответствует одной схеме сортировки и составляет 140 ген, каждый из которых принимает целочисленное значение от 1 до 16, допуская повторения, как например:

 (12 01 05 04 16 12 04 14 01 02 06 ...... 07 15 08 10)
где гены с нечетными номерами и следующие за ними, с правой стороны, гены образуют пары сравнения. 

Пример для вышеуказанной хромосомы:
12 <=> 01; 05 <=> 04; 16 <=> 12; ......; 08 <=> 10)

Далее одна хромосома включает 70 сравнений максимум. Почему максимум? Потому что она может включать одинаковые сравнения многократно. Отсюда, минимальное количество сравнений равно одному, что, впрочем, очень маловероятно.
11 Развертывание Стратегии — Итеративная Дилемма Заключённого 
Итак, Быть или не быть? – Вот в чем вопрос. Не только работы Шекспира, но и много других работ посвящены данной дилемме. Опера Puccini «Tosca» одна из таких типичных примеров
.  

11.1 Когда возникает дилемма?

Предположим n персон в следующей игре. Каждый из этих n персон находится в изолированной кабине, где недоступны коммуникации и они не видят друг друга.
В каждой их этих кабин есть кнопка. Все участники находятся в кабинах в течение одной минуты. Если никто не нажмет кнопку, то каждый из них получит 100 единиц, с другой стороны, если кто-то нажмет кнопку, то … и другие не получат никаких денег. Что бы вы сделали, если бы были одним из этих n людей?

11.1.1 Условия наличия дилеммы

Что если деньги даются в случае, если никто не трогает кнопку в размере 10, в другом случае первому, кто нажмет кнопку. В такой ситуации не возникнет дилемма. Нажимайте кнопку немедленно без колебаний. 

В сообществе Теории Игр существует задача под названием Дилемма Заключенного
, которая формулируется следующим образом:
Задача (Дилемма Заключенного). Двоим только что арестованным заключенным A и B предлагается сделка:

·Если А сознается, а B нет, A будет освобожден, а B получит 5 лет тюрьмы,

и наоборот.

·Если сознаются оба, тогда оба получат по 4 года тюремного заключения.

·Если оба будут молчать, тогда каждый получит по 2 года.

Позвольте подумать над несколькими такими примерами. Первое, поднимает ли следующий случай дилемму? 

A получит B получит

A сознается & B молчит
 10 

1

A сознается & B сознается
 30 

30

A молчит & B молчит
 
 6

 6

A молчит & B сознается
 1 

10

Ответ «Нет». Заключенный может получить либо 30 либо 10 сознавшись, тогда как 6 либо 1 промолчав. Таким образом, дилеммы нет. Сознавайтесь немедленно!   Это гарантирует наибольший результат, чем если молчать независимо от реакции оппонента.

A получит B получит

A сознается & B молчит
 10 

1

A сознается & B сознается
 6 

6

A молчит & B молчит
 
 3

3

A молчит & B сознается
 1 

10

A получит B получит

A сознается & B молчит
 10 

1

A сознается & B сознается
 3 

3

A молчит & B молчит
 
 6

6

A молчит & B сознается
 1 

10

Подведем итог, вознаграждение, что A/B получат:

B\A 


Сотрудничество 
Предательство
Сотрудничество 
3/3 


0/5

Предательство 
5/0 


1/1

Предательство увеличивает награду того, кто предает, за счет оппонента, тогда как Сотрудничество увеличивает награду обоих игроков, хотя и не намного. В любом случае будет лучше предать! Когда «таблица наград» представляется в более общей форме:
B\A 


Сотрудничество 
Предательство

Сотрудничество 
γ1/γ1 


γ2/γ3
Предательство 
γ3/γ2 


γ4/γ4
условия, при которых дилемма возникнет, когда выполняется (Papopurt, 1966):
[image: image39.emf]
A получит B получит

A сознается & B молчит
 10 

1

A сознается & B сознается
 2 

2

A молчит & B молчит
 
 3

3

A молчит & B сознается
 1 

10

11.1.2 Итеративная Дилемма Заключенного

Следующий вопрос заключается в том, что если игра повторяется? Так называемая Итеративная Дилемма Заключенного (ИДК). В данном случае стратегия получить высокую награду является результатом следующих рассуждений:

Каким было бы следующее оптимальное решение? Например, стратегия «Всегда Предательство» или стратегия «Услуга за Услугу», когда игроки сотрудничают в первой игре и впоследствии выбирают такое же действие как оппонент в предыдущей игре.       

Здесь, стратегия определяет следующее действие, основываясь на трех предыдущих шагах обоих игроков как исходных данных. Количество возможных случаев трех предыдущих игр равно 26 = 64 — 64 комбинации Сотрудничества и Предательства. То есть все возможные комбинации 6 предыдущих шагов могут быть представлены как 64 битная бинарная хромосома. Например, если история 6 предыдущих действий оппонента и игрока есть C-d-D-d-C-d, тогда она выражается в бинарном виде как двоичное число 100010, где “C” и “c” соответствуют 1, и “D” и “d” соответствуют 0, и прописные “C” и “D” действия оппонента, и строчные “c” и “d” действия игрока: Сотрудничество и Предательство соответственно.

Потом определим следующее действие, если история игры такова (000000), то установить 1-й бит хромосомы в 0 (предательство) либо в 1 (сотрудничество). Все это повторяется, так следующее действие, когда история игры такова (000001) установить 2-й бит и так далее. Нет необходимости повторять, что для 3-его бита необходимо выполнить действие для истории (000010) и 64-ый бит, последний, устанавливается для истории (111111). Таким образом, мы показали формирование 64-битной бинарной хромосомы, где пригодность определяется для каждого играющего против каждого из других игроков (Турнирная Селекция).

12 Визуализация многомерного пространства

Визуализация данных в многомерном пространстве важна. Может быть вы уже изучали такие методы как Самоорганизующиеся Карты Кохонена (SOM) или Метод Главных Компонент (PCA)

12.1. Почему необходимо понижать размерность?

Мы, люди, не можем представить мир более чем в трехмерном пространстве. Во многих сферах науки, однако, критически важно воспринимать картину пространства высокой размерности. Это не только области науки, но также в реальном мире вокруг нас. Давайте покажем пример. Теперь представим недавно взятых на службу солдат, которым необходимо выполнить задание в связи с их проверкой, скажем, по Математике или Английскому. 
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Математика
Английский
Таблица 1: Воображаемые результаты двух экзаменов, полученные новобранцами.

Задача классификации солдат будет проще, если визуализировать данные.

[image: image40.emf]
Рисунок 20: Визуализация. Просто классифицировать солдат на 5 групп.

Что если добавится одна дополнительная оценка для каждого солдата, скажем, физическая подготовка. Для решения необходимо классифицировать их по трехмерным данным или на трехмерном пространстве, если мы захотим представить данные также как вышеописанный 2-размерный случай.   
Кроме того, будет более реально представить, что имеется набор из оценок по 10 различным экзаменам. В таком случае, мы не можем визуализировать уже в обычном виде. 
Итак, визуализация многомерных пространств или же техника понижения размерности является очень важной темой, и не так давно много таких техник было предложено, в том числе Самоорганизующиеся Карты Кохонена являются самой популярной из всех.

12.2 Отображение Sammon при помощи генетического алгоритма
В данном разделе рассматривается Отображение Sammon. Отображение Sammon – это отображение набора точек из многомерного пространства 

в двумерное пространство с сохранением соотношения расстояний настолько, насколько возможно, либо эквивалентным, так что дистанции в n-мерном пространстве аппроксимируются в дистанции в двумерном пространстве с минимальной ошибкой. Данный метод был предложен в 1980 году как задача оптимизации, которая было приближена к методу Исследования Операций, такому как Наискорейший Спуск, что не так прост.
С другой стороны применение Эволюционных Вычислений является совершенно простым. Теперь посмотрим, что собой представляет Отображение Sammon изначально.

Алгоритм (Отображение Sammon)

1. Определим N точек в n-мерном пространсве.

2. Рассчитаем матрицу расстояний R (N Х N) где i-j элемент – Евклидово расстояние между i-й и j-й точкой.

3. Также определим предполагаемые N точек в двумерном пространстве, что располагаются случайно на начальном этапе.

4. Матрица расстояний Q высчитывается также как и R.

5. Определяется ошибка, как P = R − Q..

6. Осуществляется поиск N точек в двумерном пространстве таким образом, чтобы минимизировать суммарное значение элементов P.

Это задача оптимизации, которая теперь может быть решена просто при помощи ЭВ. Точнее, при  помощи создания N точек в двумерном пространстве соответствующих N точекам из n-мерного пространства с сохранением соотношения расстояний настолько, насколько возможно, либо эквивалентным, так что дистанции в n-мерном пространстве аппроксимируются в дистанции в двумерном пространстве с минимальной ошибкой.  

В существующей интерпретации Отображения Sammon при помощи ГА, хромосомы могут быть составлены из n  генов, каждый из которых соответствует  x−y координате предполагаемого рещения из n оптимально распределенных в двумерном пространстве точек.  Применяется равномерное скрещивание (Uniform crossover) и время от времени выполняются мутации путем замены одного гена другой случайной x−y координатой. Посмотрите на Рисунок 2 и также на рисунок ниже.

Примеры в 492 = 2401 мерном пространстве:

Хромосома:

[image: image41.emf]
Рекомбинация с Равномерным Скрещиванием:

[image: image42.emf]
Рисунок 21: Представление хромосомы и равномерное скрещивание

[image: image43.emf]
Рисунок 22: Шесть примеров Отображения из 2401-мерного пространства в 2-мерное пространство. Дальнейшее разъяснение показано в тексте.
13 Возвращение к Схемам Сортировок

13.1 Больше биологии — Эксплуатация Диплоидий-хромосом

[image: image44.emf]
Рисунок 23: Пример набора Hillis’а из Диплоидий-хромосом.

- Каждая особь включает 15 пар из 32-битных хромосом.

- Каждая хромосома состоит из восьми 4-битных строк (называемых кодонами).

(0001 0010 0101 1000 0000 0100 1111 1001)

(0011 0100 0101 1000 1101 1100 1111 1001)
- Каждый кодон представляет собой целое между 0 и 15, указывающее какой элемент из 16 будет сравниваться, тогда для вышеописанного примера:

(01 02 05 08 00 04 15 09)

(03 04 05 08 13 12 15 09)

- Каждая пара соседних кодонов в хромосоме определяет сравнение между двумя элементами. Отсюда каждая хромосома кодирует четыре сравнения, например:

(09 08 10 13 14 04 14 03)

определено четыре сравнения.
(Современные Интеллектуальные Информационные Методы)
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Рисунок 24: Четыре сравнения, определенные хромосомой (09 08 10 13 14 04 14 03).
- Пары хромосомы прочитаны  слева направо. 
- Если эти смежные два кодона - то же самое в том же самом, два положения пары хромосомы (названный homozygous) тогда, только одна пара чисел введена в фенотип. Если это кодирует различные пары чисел (heterozygous) тогда обе пары введены в фенотип. 
Например: 
(01 02 05 08 00 04 15 09)

(03 04 05 08 13 12 15 09)

означает следующие шесть сравнений: 01<=>02, 03<=>04, 05<=>08, 00<=>04, 13<=>12, 15<=>09
- Таким образом, 15 пар хромосом производят фенотип с 60-120 сравнениями. Больше homozygous положений, меньше сравнений. 
- Когда две особи отобраны, один переход пункта имеет место в пределах каждой пары хромосомы в каждой особи.

- Для каждой из 15 пар хромосомы, пересекающийся пункт выбран случайно, тогда единственная хромосома (названный гаметой) сформирована. - Таким образом, 15 гамет от каждого родителя созданы. 
- Каждая из этих 15 гамет от первого родителя тогда соединена с гаметой положения от второго родителя, чтобы сформировать одно потомство.

� Задача впервые была определена как «Верблюд, перевозящий зерно в пустыне» как 52-я задача в «Propositions ad acuendos inventes» (на Латинском) приписываемая к  Alcuin of York (around in B.C. 732–804).


А теперь Джип в пустыне, в будущем, Ленд-роувер на Марсе.





� Matt Ridley однажды написал свою книгу “The Origin of Virtue – Human Instincts and the Evolution of


Cooperation.” "Пенгуин букс" (Penguin Books, 1996) об этой опере. В ней говорится: В опере Puccini «Tosca» героиня предстает перед сложной дилеммой. Шеф полиции Scarpia приговорил её любовника Cavaradossi к смерти, но Scarpia предлагает ей сделку. Если Tosca проведет с ним ночь, то он сохранит жизнь ее любовнику, сказав производящей расстрел команде использовать холостые заряды. Tosca решает обмануть Scarpia согласившись на его предложение, но потом убить его ножом после того, как он даст приказ на использование холостых зарядов. Она делает так, но слишком поздно узнает, что Scarpia решил тоже ее обмануть. Команда расстрела не использовала холостые заряды: Cavaradossi умирает. Tosca совершает самоубийство, и все трое заканчивают смертью.  


Книга  относится к Теории Игр. Автор продолжает: Хотя, они могли не делать такой выбор, Tosca и Scarpia сыграли в игру, в действительности, самую известную игру из теории игр, эзотерического ответвления математики, которое представляет странный мост между биологией и экономикой. Игра являлась центром одного из недавно появившихся научных исследований: не что иное, как непонимание того, почему люди приятны один другому. Кроме того, Tosca и Scarpia, каждый играл в игру с условием, что теория игр предсказывает им победу, пренебрегая провальным исходом для каждого. Как это может быть?
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