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Abstract

One of the interesting subjects actuaries are (or should be) involved with is personal financial
planning (PFP). On the liability side of PFP are the contingencies actuaries traditionally deal
with and on the asset side are the financial risks associated with financial engineering. This
study focuses on the soft computing aspects of the financial engineering portion of PFP.

Soft computing (SC) has been applied to a number of systems in financial engineering, and in
many cases has demonstrated better performance than competing approaches. The purpose of
this research is to investigate the extent of these applications and to document the manner in
which the SC technologies were implemented.
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Soft Computing and Financial Engineering

Introduction

One of the interesting subjects actuaries are (or should be) involved with is personal financial
planning. On the liability side of personal financial planning are the contingencies actuaries
traditionally deal with and on the asset side are financial risks. If we limit our study of the
financial risks to just the capital markets, the topics that arise include: market forecasting,
trading rules, option pricing, bond ratings, and portfolio construction. The current buzzword for
this area of study is financial engineering (FE).

Soft computing (SC) has been applied to a number of systems in FE, and in many cases has
demonstrated better performance than competing approaches. The purpose of this research is to
investigate the extent of these applications and to document the manner in which the SC
technologies were implemented. This paper is at an early stage of development so only a
representative sample of the literature has been included. Consequently, this study should be
considered a work in progress.

Market Forecasting

Market forecasting involves projecting such things stock market indexes, like the Standard and
Poor's (S&P) 500 stock index, Treasury bill rates, and net asset value of mutual funds. The role
of SC in this case is to use quantitative inputs, like technical indices, and qualitative factors, like
political effects, to automate stock market forecasting and trend analysis. This section provides
an overview of representative SC studies in this area.

Apparently, White (1988) was the first to use neural networks (NNs) for market forecasting. He
was curious as to whether NNs could be used to extract nonlinear regularities from economic
time series, and thereby decode previously undetected regularities in asset price movements,
such as fluctuations of common stock prices. The purpose of his paper was to illustrate how the
search for such regularities using a feed-forward NN (FFNN) might proceed, using the case of
IBM daily common stock returns as an example. White found that his training results were over-
optimistic, being the result of over-fitting or of learning evanescent features. He concluded, "the
present neural network is not a money machine."

Chiang et. al. (1996) used a FFNN with backpropagation (BP) to forecast the end-of-year net
asset value (NAV) of mutual funds, where the latter was predicted using historical economic
information. They compared those results with results obtained using traditional econometric
techniques and concluded that NNs "significantly outperform regression models " when limited
data is available.

Kuo et. al. (1996), recognized that qualitative factors, like political effects, always play a very
important role in the stock market environment, and proposed an intelligent stock market

forecasting system that incorporates both quantitative and qualitative factors. This was
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accomplished by integrating a NN and a fuzzy Delphi model; the former was used for
quantitative analysis and decision integration, while the later formed the basis of the qualitative
model. They applied their system to the Taiwan stock market.

Kim and Chun (1998) used a refined probabilistic NN (PNN), called an arrayed probabilistic
network (APN), to predict a stock market index. The essential feature of the APN was that it
produces a graded forecast of multiple discrete values rather than a single bipolar output. As a
part of their study, they use a "mistake chart," which benchmarks against a constant prediction,
to compare FFNN with BP models with a PNN, APN, recurrent NN (RNN), and case based
reasoning. They concluded that the APN tended to outperform recurrent and BP networks, but
that case base reasoning tended to outperform all the networks.

Aiken and Bsat (1999) use a FFNN trained by a genetic algorithm (GA) to forecast three-month
U.S. Treasury Bill rates. They conclude that an NN can be used to accurately predict these rates.

Edelman et. al. (1999) investigated the use of an identically structured and independently trained
committee of NN to identify arbitrage opportunities in the Australian All-Ordinaries Index.
Trading decisions were made based on the unanimous consensus of the committee predictions
and the Sharpe Index was used to assess out-of-sample trading performance. Empirical results
showed that technical trading based on NN predictions outperformed the buy-and-hold strategy
as well as "naive prediction". They concluded that the reliability of the network predictions and
hence trading performance was dramatically enhanced by the use of trading thresholds and the
committee approach.

Thammano (1999) used a neuro-fuzzy model to predict future values of Thailand's largest
government-owned bank The inputs of the model were the closing prices for the current and
prior three months, and the profitability ratios ROA, ROE and P/E. The output of the model was
the stock prices for the following three months. He concluded that the neuro-fuzzy architecture
was able to recognize the general characteristics of the stock market faster and more accurately
than the basic backpropagation algorithm. Also, it could predict investment opportunities during
the economic crisis when statistical approaches did not yield satisfactory results.

Trafalis (1999) used FFNNs with BP and the weekly changes in 14 indicators to forecast the
change in the S&P 500 stock index during the subsequent week. In addition, a methodology for
pre-processing of the data was devised, which involved differencing and normalizing the data,
was successfully implemented. The text walked the reader though the NN process.

Tansel et. al. (1999) compared the ability of linear optimization, NNs, and GAs to model time
series data using the criteria of modeling accuracy, convenience and computational time. They
found that linear optimization methods gave the best estimates, although the GAs could provide
the same values if the boundaries of the parameters and the resolution were selected
appropriately, but that the NNs resulted in the worst estimations. However, they noted that non-
linearity could be accommodated by both the GAs and the NNs and that the latter required
minimal theoretical background.
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Garliauskas (1999) investigated stock market time series forecasting using a NN computational
algorithm linked with the kernel function approach and the recursive prediction error method.
The main idea of NN learning by the kernel function is that the function stimulates to changes of
the weights in order to achieve convergence of the target and forecast output functions. He
concluded that financial times series forecasts by the NNs were superior to classical statistical
and other methods.

Chan et. al. (2000) investigated financial time series forecasting using a FFNN and daily trade
data from the Shanghai Stock Exchange. To improve speed and convergence they used a
conjugate gradient learning algorithm and used multiple linear regression (MLR) for the weight
initialization. They conclude that the NN can model the time series satisfactorily and that their
learning and initialization approaches lead to improved learning and lower computation costs.

Kim and Han (2000) used a NN modified by a GA to predict the stock price index. In this
instance, the GA was used to reduce the complexity of the feature space, by optimizing the
thresholds for feature discretization, and to optimize the connection weights between layers.
Their goal was to use globally searched feature discretization to reduce the dimensionality of the
feature space, eliminates irrelevant factors, and to mitigate the limitations of gradient descent.
They concluded that the GA approach outperformed the conventional models.

Romahi and Shen (2000) developed an evolving rule based expert system for financial
forecasting. Their approach was to merge fuzzy logic' (FL) and rule induction so as to develop a
system with generalization capability and high comprehensibility. In this way the changing
market dynamics are continuously taken into account as time progresses and the rulebase does
not become outdated. They concluded that the methodology showed promise.

Abraham et. al. (2001) investigated hybridized SC techniques for automated stock market
forecasting and trend analysis. They used principal component analysis to preprocess the input
data, a NN for one-day-ahead stock forecasting and a neuro-fuzzy system for analyzing the trend
of the predicted stock values. To demonstrate the proposed technique, they analyzed the 24
months stock data for the Nasdag-100 main index as well as six of the companies listed therein.
They concluded that the forecasting and trend prediction results using the proposed hybrid
system were promising and warranted further research and analysis.

Cao and Tay (2001) used Support Vector Machines (SVMs) to study the S&P 500 daily price
index. The generalization error with respect to the free parameters of SVMs were investigated
and found to have little impact on the solution. They conclude that it is advantageous to apply
SVMs to forecast the financial time series.

Hwarng (2001) investigated NN forecasting of time series with ARMA (p,q) structures. Using
simulation and the performance of the Box-Jenkins models as a benchmark, it was concluded
that FFNN with BP generally performed well and consistently for time series corresponding to
ARMA(p,q) structures. Using the randomized complete block design of experiment, he

1Following Zadeh (1994, p., 192), in this paper the term fuzzy logic is used in the broad sense where it is essentially
synonymous with fuzzy set theory.
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concluded that overall, for most of the structures, FFNN with BP performed significantly better
when a particular noise level was considered during network training

As a follow-up to Kuo et. al. (1996), Kuo et. al. (2001) developed a GA-based FNN (GFNN) to
formulate the knowledge base of fuzzy inference rules, which can measure the qualitative effect
(such as the political effect) in the stock market. The effect was further integrated with the
technical indexes through the NN. Using the clarity of buying-selling points and buying-selling
performance based on the Taiwan stock market to assess the proposed intelligent system, they
conclude that a NN based on both quantitative (technical indexes) and qualitative factors is
superior to one based only on quantitative factors.

Trading Rules

If one dollar were invested in 1926 in 1-month U.S. Treasury bills, it would have grown to $14
by December 1996. If that dollar had been invested in the S&P 500, it would have grown to
$1,370 during that period. If the dollar had been invested with monthly switching to either
Treasury bills or the S&P 500, whichever asset would perform the best during that month, it
would have grown to over $2 billion dollars during that period. Timing clearly is relevant and it
is not surprising that trading rules have evolved that purport to optimize buy/sell timing
decisions.

Of course, the extent to which timing is feasible is controversial. Sharp (1975) was skeptical that
market timing could be profitable and Droms (1989) concluded that successful timing requires
forecasting accuracy beyond the ability of most managers. Nonetheless, researchers continue to
explore and enhance trading rules, driven, in large part, by the expanding technology. The goal
of SC, as it pertains to trading rules, is to create a security trading decision support systems,
which, ideally, is fully automated and triggered by both quantitative and qualitative factors. This
section provides an overview of representative SC studies in this area.

Kosaka et. al. (1991) demonstrated the effectiveness of applying FL. and NN to buy/sell timing
detection and stock portfolio selection. They reported that in a test of their model's ability to
follow price trends, it correctly identified 65% of all price turning points.

Wilson (1994) developed a fully automatic stock trading system that took in daily price and
volume data on a list of 200 stocks and 10 market indexes and produced a set of risk-reward
ranked alternate portfolios. The author implemented a five step procedure: a chaos-based
modeling procedure was used to construct alternate price prediction models based on technical,
adaptive, and statistical models; then, a SOFM was used to select the best model for each stock
or index on a daily basis; then, a second SOFM was used to make a short-term gain-loss
prediction for each model; then, a trade selection module combined these predictions to generate
buy-sell-hold recommendations for the entire list of stocks on a daily basis; and finally, a
portfolio management utility combined the trading recommendations to produce the risk-reward
ranked portfolios. He concluded that the stock trading systems could produce better results than
index funds and at the same time reduce risk.
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Frick et. al. (1996) investigated price-based heuristic trading rules for buying and selling shares.
Their methodology involved transforming the time series of share prices using a heuristic
charting method that gave buy and sell signals and was based on price change and reversals.
Based on a binary representation of those charts, they used GAs to generate trade strategies from
the classification of different price formations. They used two different evaluation methods: one
compared the return of a trading strategy with the corresponding riskless interest rate and the
average stock market return; the other used its risk-adjusted expected return as a benchmark
instead of the average stock market return. Their analysis of over one million intra-day (during a
single trading day) stock prices from the Frankfurt Stock Exchange (FSE) showed the extent to
which different price formations could be classified by their system and the nature of the rules,
but left for future research an analysis of the performance of the resulting trading strategies.

Kassicieh et. al. (1997) examined the performance of GAs when used as a method for
formulating market-timing trading rules. Their goal was to develop a monthly strategy for
deciding whether to be fully invested in a broad based stock portfolio, the S&P 500, or a riskless
investment, treasury bills. Following the methodology of Bauer (1994), their inputs were
differenced time series of 10 economic indicators and the GA used the best three of these series
to make the timing (switching) decision. They benchmarked against the dollar accumulation
given a perfect timing strategy, and concluded that their runs produced excellent results.

As a follow-up study, Kassicieh et. al. (1998) used the same GA with different data
transformation methods applied to economic data series. These methods were the singular value
decomposition (SVD) and principal component NN with 3, 4, 5 and 10 nodes in the hidden layer.
They found that the non standardized SVD of economic data yielded the highest terminal wealth
for the time period examined.

Allen and Karjalainen (1999) used a GA to learn technical trading rules for the S&P 500 index
using daily prices from 1928 to 1995. However, after transaction costs, the rules did not earn
consistent excess returns over a simple buy-and-hold strategy in the out-of-sample test periods.
The rules were able to identify periods to be in the index when daily returns were positive and
volatility was low and out of the index when the reverse was true, but these latter results could
largely be explained by low-order serial correlation in stock index returns.

Fernandez-Rodriguez et. al. (1999) investigated the profitability of a simple technical trading
rule based on NNs applied to the General Index of the Madrid Stock Market. They found that, in
the absence of trading costs, the technical trading rule is always superior to a buy-and-hold
strategy for both "bear" and "stable" markets but that the reverse holds during a "bull" market.

Baba et. al. (2000) used NNs and GAs to construct an intelligent decision support system (DSS)
for analyzing the Tokyo Stock Exchange Prices Indexes (TOPIX). The essential feature of their
DSS was that it projected the high and low TOPIX values four weeks into the future and
suggested buy and sell decisions based on the average projected value and the then-current value
of the TOPIX. To this end, they construct an (8, 15, 2) FFNN using a hybrid weight-training
algorithm that combines a modified BP method with a random optimization method. Initially,
the buy-sell decision was on an all-or-nothing basis; subsequently, using the GAs, an algorithm
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was developed for buying or selling just a portion of the shares. They conclude that NNs and
GAs could be powerful tools for dealing with the TOPIX.

Option Pricing

This section provides an overview of the use of SC technologies for pricing options. Not
surprising, the Black-Scholes option pricing model was a benchmark for many of the SC
solutions: on the one hand, the issue was the extent to which the SC out-of-sample performance
could duplicate the Black-Scholes result; on the other hand, the issue was the extent to which the
SC model could outperform the Black-Scholes model. Another line of inquiry was related to
methods for estimating the volatility” of options, and involved a comparison of implied volatility,
historical volatility, and a SC-derived volatility. Other topics addressed included common option
features used for SC modeling and specific types of options that have been modeled. This
section gives an overview of these SC applications.

Malliaris and Salchenberger (1994) compared the estimated volatility of daily S&P 100 Index
stock market options using implied volatility, historical volatility, and a volatility based on a
FFNN (13-9-1) with BP. They used the following 13 features: change in closing price, days to
expiration, change in open put volume, the sum of the at-the-money strike price and market price
of the option for both calls and puts for the current trading period and the next trading period,
daily closing volatility for current period, daily closing volatility for next trading period, and four
lagged volatility variables. They concluded that the NN was far superior to the historical
method.

Chen and Lee (1997) illustrated how GAs, as an alternative to NNs, could be used for option
pricing. To this end, they tested the ability of GAs to determine the price of European call
options, assuming the exact price could be determined using Black-Scholes option pricing
theory. They conclude that the results were encouraging.

Anders et. al. (1998) used statistical inference techniques to build NN models to explain the
prices of call options written on the German stock index DAX. Some insight into the pricing
process of the option market was obtained by testing for the explanatory power of several NN
inputs. Their results indicated that statistical specification strategies lead to parsimonious NNs
with superior out-of-sample performance when compared to the Black-Scholes model. They
further validated their results by providing plausible hedge parameters.

Gottschling et. al. (1999) discussed a novel way to price a European call option using a proposed
new family of density functions and the flexible structure of NNs. The density functions were

? The two main methods for estimating volatility are the historical volatility and the implied volatility. Historical
volatility is the annualized standard deviation of historical rates of daily return and is estimate from a sample of past
prices of the underlying asset. Implied volatility is obtained by solving the Black-Scholes option pricing model for
the volatility that yields the observed call price, and is the standard method of estimating volatility at the moment of
trading.
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based upon the logarithm of the inverse Box-Cox transform’. Essentially, they viewed the
activation function of a NN as a univariate pdf and constructed their family of probability density
functions, which have the property of closed form integrability, as the output of a single hidden
layer NN. Then, observing that the price of a European call option could be expressed in terms
of an integral of the cumulative distribution function of risk neutralized asset returns, they
derived a closed form expression from which the free parameters could then be estimated.

Yao et. al. (2000) use a FFNN with BP to forecast the option prices of the Nikkei 225 index
futures. Different data groupings affected the accuracy of the results and they concluded that
the data should be partitioned according to moneyness (the quotient of stock prices to strike
prices). Their results suggested that for volatile markets a NN option-pricing model outperforms
the traditional Black-Scholes model, while the Black-Scholes model is appropriate for pricing at-
the-money options.

Amilon (2001) examined whether a FFNN with BP could be used to find a call option pricing
formula that corresponded better to market prices and the properties of the underlying asset than
the Black-Scholes formula. The goal was to model a mapping of some input variable onto the
observed option prices and to benchmark against the Black-Scholes model using historical and
implicit volatility estimates. He found that, although the NNs were superior in the sense that
they outperform the benchmarks both in pricing and hedging performances, the results often
were insignificant at the 5% level.

Bond Ratings

Bond ratings are subjective opinions on the ability to service interest and debt by economic
entities such as industrial and financial companies, municipals, and public utilities. They are
published by major bond rating agencies, like Moody's and Standard & Poor's, who guard their
exact determinants. Several attempts have been made to model these bond ratings, using
methods such as linear regression and multiple discriminant analysis, and in recent years SC has
been applied to the problem. This section provides an overview of some of the SC studies in this
area.

Surkan and Ying (1991) investigated the feasibility of bond rating formulas derived through
simplifying a trained FFNN with BP. Under their method, features are systematically
eliminated, based on the magnitude of the weights of the hidden layer and subject to error
tolerance constraints, until all that remains is a simple, minimal network. The network weights
then provide information for the construction of a mathematical formula. In their example, the
result of refining the network model was a reduction from the seven features provided in the
original financial data to only the two that contribute most to bond rating estimates. The derived
formula was found to generalize very well.

3 The Box-Cox transformation is useful when the relationship between the variables suffers from a lack of normality
or a non-constant variance.
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One dimension where FL could be applied to bonds was provided by Hosler (1992: 15), who
showed how membership functions could be used to describe the risk of call of a security. She
noted that randomness is associated with the behavior of market interest rates and that fuzziness
arises from the subjective opinion of the investor. The function could be altered to reflect the
desirability of the security based upon the call risk.

Daniels and Kamp (1999) applied NNs to bond rating, with a special emphasis on the flexibility
of the NN and their validity, especially when the number of observations is small. Their aim
was to establish a general network construction procedure and, to that end, they discussed how
techniques such as cross-validation and monotonicity analysis* can be effectively combined to
optimize the NN. A special class of monotonic NNs and a corresponding training algorithm
were developed.

Portfolio Construction

Portfolio construction is that part of the investment process that involves the determination of
which assets to invest in and the proportion of funds to invest in each of the assets. Ata
minimum, effective portfolio optimization involves simultaneously maximizing the portfolio
return and minimizing the portfolio risk, subject to various constraints, but it also can involve
such things as maximizing the possibility of reaching higher returns. This section provides an
overview of some of the SC studies in this area.

Lowe (1994) demonstrated the use of NNs in two types of capital market problems: effective
portfolio optimization and short-term prediction of multiple equities. Assuming the existence of
a market portfolio, his first goal was to find an approximating portfolio that minimized the
"risk," defined in terms of the mean squared error between the market portfolio and the
approximating portfolio, subject to constraints, which he transformed into an analytic cost
function, and resolved using an analog NN. He viewed short-term equities prediction as a
problem in nonlinear multichannel time series forecasting, which can be addressed by a FFNN
and resolved using a radial basis function. The network then was used to predict the one stock in
the approximating portfolio that would gain the most in the next investment period.

Wendt (1995) used a GA to build a portfolio efficient frontier (a set of portfolios with optimal
combinations of risk and returns). The underlying data consisted of 250 scenarios of annual
returns for eight asset classes. To evaluate the GA process, the final GA output was compared to
the efficient frontier created by a sophisticated nonlinear optimizer. After about 50 cycles, the
GA found portfolios very close to the efficient frontier generated by the nonlinear optimizer.

Guo and Huang (1996) used a possibilistic linear programming method for optimal asset
allocation based on simultaneously maximizing the portfolio return, minimizing the portfolio risk

4 Monotonicity analysis measures the extent to which the relationship between the output of the NN and each input
variable is monotonic.
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and maximizing the possibility of reaching higher returns. This was analogous to maximizing
mean return, minimizing variance and maximizing skewness for a random rate of return.

The authors conceptualized the possibility distribution of the imprecise rate of return of the i-th

m

asset of the portfolio as the fuzzy number T, =(t”,r",r°), where r’, r", r’ were the most

pessimistic value, the most possible value, and the most optimistic value for the rate of return,
respectively. Then, taking the weighted averages of these values, they defined the imprecise rate

of return for the entire portfolio as T=(r",r",r°), the portfolio risk as (r™ - r”), and the portfolio

skewness as (r° - ™). The authors then showed in a step-by-step fashion how the portfolio could

be optimized using Zimmermann's (1978) fuzzy programming method. The authors conclude
that their algorithm provided maximal flexibility for decision makers to effectively balance the
portfolio's return and risk.

Jackson (1997) applied a GA to the problem of asset allocation, first using the traditional mean
variance approach and then using a direct utility maximization method for a step utility function.
As a benchmark, he compared the performance of GAs with Newton's method of optimization.
In the first case, he assumed the fund was maximizing the expected utility of wealth, which lead
to a quadratic objective function. He found that the portfolio compositions were similar for both
the Newton method and the GA, but that the GA took considerably longer to optimize the
portfolio. In the second case, where the fund had a step utility function, Newton's method was
very unstable, as a gradient-based method has difficulty with steps in the utility function, and
produced different results for different starting values. In contrast, the GA was more robust to
discontinuities in the search space, and not as sensitive to the starting values.

Comment

The purpose of this study has been to explore the extent to which SC has been used in FE
applications and to document the manner in which the SC technologies have been implemented.
While this study is still a work in progress, there is ample evidence that SC technologies,
including hybrids thereof, have made inroads into the major FE categories. As we move forward
with the development of a SC-based personal financial planning model, these studies will
provide important insights into the construction of the financial risks side of the model.
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