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Quantum walk algorithm for element distinctness

Andris Ambainis∗

Abstract

We use quantum walks to construct a new quantum algorithm forelement distinctness and its gener-
alization. For element distinctness (the problem of findingtwo equal items amongN given items), we
get anO(N2/3) query quantum algorithm. This improves the previousO(N3/4) quantum algorithm of
Buhrman et al. [14] and matches the lower bound by [1]. We alsogive anO(Nk/(k+1)) query quantum
algorithm for the generalization of element distinctness in which we have to findk equal items among
N items.

1 Introduction

Element distinctness is the following problem.
Element Distinctness.Given numbersx1, . . . , xN ∈ [M ], are they all distinct?
It has been extensively studied both in classical and quantum computing. Classically, the best way to

solve element distinctness is by sorting which requiresΩ(N) queries. In quantum setting, Buhrman et al.
[14] have constructed a quantum algorithm that usesO(N3/4) queries. Aaronson and Shi [1] have shown
that any quantum algorithm requires at leastΩ(N2/3) quantum queries.

In this paper, we give a new quantum algorithm that solves element distinctness withO(N2/3) queries
to x1, . . . , xN . This matches the lower bound of [1, 5].

Our algorithm uses a combination of several ideas: quantum search on graphs [2] and quantum walks
[30]. While each of those ideas has been used before, the present combination is new.

We first reduce element distinctness to searching a certain graph with verticesS ⊆ {1, . . . , N} as
vertices. The goal of the search is to find a marked vertex. Both examining the current vertex and moving
to a neighboring vertex cost one time step. (This contrasts with the usual quantum search [26], where only
examining the current vertex costs one time step.)

We then search this graph by quantum random walk. We start in auniform superposition over all vertices
of a graph and perform a quantum random walk with one transition rule for unmarked vertices of the graph
and another transition rule for marked vertices of the graph. The result is that the amplitude gathers in the
marked vertices and, afterO(N2/3) steps, the probability of measuring the marked state is a constant.
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We also give several extensions of our algorithm. If we have to find whetherx1, . . ., xN containk
numbers that are equal:xi1 = . . . = xik , we get a quantum algorithm withO(Nk/(k+1)) queries for any
constant1 k.

If the quantum algorithm is restricted to storingr numbers,r ≤ N2/3, then we have an algorithm which
solves element distinctness withO(N/

√
r) queries which is quadratically better than the classicalO(N2/r)

query algorithm. Previously, such quantum algorithm was known only forr ≤
√
N [14]. For the problem

of finding k equal numbers, we get an algorithm that usesO( Nk/2

r(k−1)/2 ) queries and storesr numbers, for

r ≤ N (k−1)/k.
For the analysis of our algorithm, we develop a generalization of Grover’s algorithm (Lemma 3) which

might be of independent interest.

1.1 Related work

Classical element distinctness.Element distinctness has been extensively studied classically. It can be
solved withO(N) queries andO(N logN) time by querying all the elements and sorting them. Then, any
two equal elements must be next one to another in the sorted order and can be found by going through the
sorted list.

In the usual query model (where one query gives one value ofxi), it is easy to see thatΩ(N) queries are
also necessary. Classical lower bounds have also been shownfor more general models (e.g. [25]).

The algorithm described above requiresΩ(N) space to store all ofx1, . . . , xN . If we are restricted to
spaceS < N , the running time increases. The straightforward algorithm needsO(N

2

S ) queries. Yao [38]
has shown that, for the model of comparison-based branchingprograms, this is essentially optimal. Namely,
any space-S algorithm needs timeT = Ω(N

2−o(1)

S ). For more general models, lower bounds on algorithms
with restricted spaceS is an object of ongoing research [10].

Related problems in quantum computing. In collision problem, we are given a 2-1 functionf and
have to findx, y such thatf(x) = f(y). As shown by Brassard, Høyer and Tapp [17], collision problem
can be solved inO(N1/3) quantum steps instead ofΘ(N1/2) steps classically.Ω(N1/3) is also a quantum
lower bound [1, 31].

If element distinctness can be solved withM queries, then collision problem can be solved withO(
√
M)

queries. (This connection is credited to Andrew Yao in [1].)Thus, a quantum algorithm for element dis-
tinctness implies a quantum algorithm for collision but notthe other way around.

Quantum search on graphs.The idea of quantum search on graphs was proposed by Aaronsonand
Ambainis [2] for finding a marked item on ad-dimensional grid (problem first considered by Benioff [12])
and other graphs with good expansion properties. Our work has a similar flavor but uses completely different
methods to search the graph (quantum walk instead of “divide-and-conquer”).

Quantum walks. There has been considerable amount of research on quantum walks (surveyed in [30])
and their applications (surveyed in [6]). Applications of walks [6] mostly fall into two classes. The first
class is exponentially faster hitting times [21, 19, 29]. The second class is quantum walk search algorithms
[36, 22, 8].

Our algorithm is most closely related to the second class. Inthis direction, Shenvi et al. [36] have
constructed a counterpart of Grover’s search [26] based on quantum walk on the hypercube. Childs and

1The big-O constant depends onk. For non-constantk, we can show that the number of queries isO(k2
N

k/(k+1)). The proof
of that is mostly technical and is omitted in this version.
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Goldstone [22, 23] and Ambainis et al. [8] have used quantum walk to produce search algorithms ond-
dimensional lattices (d ≥ 2) which is faster than the naive application of Grover’s search. This direction is
quite closely related to our work. The algorithms by [36, 22,8] and current paper solve different problems
but all have similar structure.

Recent developments.After the work described in this paper, the results and ideasfrom this paper
have been used to construct several other quantum algorithms. Magniez et al. [32] have used our element
distinctness algorithm to give anO(n1.3) query quantum algorithm for finding triangles in a graph. Ambainis
et al. [8] have used ideas from the current paper to constructa faster algorithm for search on 2-dimensional
grid. Childs and Eisenberg [20] have given a different analysis of our algorithm.

Szegedy [37] has generalized our results on quantum walk forelement distinctness to an arbitrary graph
with a large eigenvalue gap and cast them into the language ofMarkov chains. His main result is that,
for a class of Markov chains, quantum walk algorithms are quadratically faster than the corresponding
classical algorithm. An advantage of Szegedy’s approach isthat it can simultaneously handle any number
of solutions (unlike in the present paper which has separatealgorithms for single solution case (algorithm
2) and multiple-solution case (algorithm 3)).

Buhrman and Spalek [15] have used Szegedy’s result to construct anO(n5/3) quantum algorithm for
verifying if a product of twon× n matricesA andB is equal to a third matrixC.

2 Preliminaries

2.1 Quantum query algorithms

Let [N ] denote{1, . . . , N}. We consider
Element Distinctness.Given numbersx1, . . . , xN ∈ [M ], are therei, j ∈ [N ], i 6= j such thatxi = xj?
Element distinctness is a particular case of
Elementk-distinctness.Given numbersx1, . . . , xN ∈ [M ], are therek distinct indicesi1, . . . , ik ∈ [N ]

such thatxi1 = xi2 = . . . = xik?
We call suchk indicesi1, . . . , ik ak-collision.
Our model is the quantum query model (for surveys on query model, see [7, 18]). In this model,

our goal is to compute a functionf(x1, . . . , xN ). For example,k-distinctness is viewed as the function
f(x1, . . . , xN ) which is 1 if there exists ak-collision consisting ofi1, . . . , ik ∈ [N ] and 0 otherwise.

The input variablesxi can be accessed by queries to an oracleX and the complexity off is the number
of queries needed to computef . A quantum computation withT queries is just a sequence of unitary
transformations

U0 → O → U1 → O → . . . → UT−1 → O → UT .

Uj ’s can be arbitrary unitary transformations that do not depend on the input bitsx1, . . . , xN . O are
query (oracle) transformations. To defineO, we represent basis states as|i, a, z〉 wherei consists of⌈logN⌉
bits, a consists of⌈logM⌉ quantum bits andz consists of all other bits. Then,O maps|i, a, z〉 to |i, (a +
xi) mod M,z〉.

In our algorithm, we use queries in two situations. The first situation is whena = |0〉. Then, the state
before the query is some superposition

∑

i,z αi,z|i, 0, z〉 and the state after the query is the same superpo-
sition with the information aboutxi:

∑

i,z αi,z|i, xi, z〉. The second situation is when the state before the
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query is
∑

i,z αi,z|i,−xi mod M,z〉 with the information aboutxi from a previous query. Then, apply-
ing the query transformation makes the state

∑

i,z αi,z|i, 0, z〉, erasing the information aboutxi. This can
be used to erase the information aboutxi from

∑

i,z αi,z|i, xi, z〉. We first perform a unitary that maps
|xi〉 → | − xi mod M〉, obtaining the state

∑

i,z αi,z|i,−xi mod M,z〉 and then apply the query transfor-
mation.

The computation starts with a state|0〉. Then, we applyU0, O, . . ., O, UT and measure the final state.
The result of the computation is the rightmost bit of the state obtained by the measurement.

We say that the quantum computation computesf with bounded error if, for everyx = (x1, . . . , xN ),
the probability that the rightmost bit ofUTOxUT−1 . . . OxU0|0〉 equalsf(x1, . . . , xN ) is at least1 − ǫ for
some fixedǫ < 1/2.

To simplify the exposition, we occasionally describe a quantum computation as a classical algorithm
with several quantum subroutines of the formUtOxUt−1 . . . OxU0|0〉. Any such classical algorithm with
quantum subroutines can be transformed into an equivalent sequenceUTOxUT−1 . . . OxU0|0〉 with the num-
ber of queries being equal to the number of queries in the classical algorithm plus the sum of numbers of
queries in all quantum subroutines.

Comparison oracle.In a different version of query model, we are only allowed comparison queries. In
a comparison query, we give two indicesi, j to the oracle. The oracle answers whetherxi < xj or xi ≥ xj.
In the quantum model, we can query the comparison oracle witha superposition

∑

i,j,z ai,j,z|i, j, z〉, where
i, j are the indices being queried andz is the rest of quantum state. The oracle then performs a unitary
transformation|i, j, z〉 → −|i, j, z〉 for all i, j, z such thatxi < xj and|i, j, z〉 → |i, j, z〉 for all i, j, z such
thatxi ≥ xj. In section 6, we show that our algorithms can be adapted to this model with a logarithmic
increase in the number of queries.

2.2 d-wise independence

To make our algorithms efficient in terms of running time and,in the case of multiple-solution algorithm in
section 5, also space, we used-wise independent functions. A reader who is only interested in the query
complexity of the algorithms may skip this subsection.

Definition 1 LetF be a family of functionsf : [N ] → {0, 1}. F is d-wise independent if, for alld-tuples
of pairwise distincti1, . . . , id ∈ [N ] and all c1, . . . , cd ∈ {0, 1},

Pr[f(i1) = c1, f(i2) = c2, . . . , f(id) = cd] =
1

2d
.

Theorem 1 [4] There exists ad-wise independent familyF = {fj|j ∈ [R]} of functionsfj : [N ] → {0, 1}
such that:

1. R = O(N ⌈d/2⌉);

2. fj(i) is computable inO(d log2N) time, givenj andi.

We will also use families of permutations with a similar properties. It is not known how to construct
small d-wise independent families of permutations. There are, however, constructions of approximately
d-wise independent families of permutations.
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Definition 2 LetF be a family of permutations onf : [n] → [n]. F is ǫ-approximatelyd-wise independent
if, for all d-tuples of pairwise distincti1, . . . , id ∈ [n] and pairwise distinctj1, . . . , jd ∈ [n],

Pr[f(i1) = j1, f(i2) = j2, . . . , f(id) = jd] ∈
[

1 − ǫ

n(n− 1) . . . (n − d+ 1)
,

1 + ǫ

n(n− 1) . . . (n− d+ 1)

]

.

Theorem 2 [28] Let n be an even power of a prime number. For anyd ≤ n, ǫ > 0, there exists an
ǫ-approximated-wise independent familyF = {πj |j ∈ [R]} of permutationsπj : [n] → [n] such that:

1. R = O((nd
2
/ǫd)3+o(1));

2. πj(i) is computable inO(d log2 n) time, givenj andi.

3 Results and algorithms

Our main results are

Theorem 3 Elementk-distinctness can be solved by a quantum algorithm withO(Nk/(k+1)) queries. In
particular, element distinctness can be solved by a quantumalgorithm withO(N2/3) queries.

Theorem 4 Let r ≥ k, r = o(N). There is a quantum algorithm that solves element distinctness with

O(max( N√
r
, r)) queries and andk-distinctness withO(max( Nk/2

r(k−1)/2 , r)) queries, usingO(r(logM+logN))

qubits of memory.

Theorem 3 follows from Theorem 4 by settingr = ⌊N2/3⌋ for element distinctness andr = ⌊Nk/(k+1)⌋
for k-distinctness. (These values minimize the expressions forthe number of queries in Theorem 4.)

Next, we present Algorithms 2 which solves element distinctness if we have a promise thatx1, . . . , xN
are either all distinct or there is exactly one pairi, j, i 6= j, xi = xj (andk-distinctness if we have a
promise that there is at most one set ofk indicesi1, . . . , ik such thatxi1 = xi2 = . . . = xik). The proof
of correctness of algorithm 2 is given in section 4. After that, in section 5, we present Algorithm 3 which
solves the general case, using Algorithm 2 as a subroutine.

3.1 Main ideas

We start with an informal description of main ideas. For simplicity, we restrict to element distinctness and
postpone the more generalk-distinctness till the end of this subsection.

Let r = N2/3. We define a graphG with
(N
r

)

+
( N
r+1

)

vertices. The verticesvS correspond to sets
S ⊆ [N ] of sizer andr + 1. Two verticesvS andvT are connected by an edge ifT = S ∪ {i} for some
i ∈ [N ]. A vertex is marked ifS containsi, j, xi = xj .

Element distinctness reduces to finding a marked vertex in this graph. If we find a marked vertexvS ,
then we know thatxi = xj for somei, j ∈ S, i.e. x1, . . . , xN are not all distinct.

The naive way to find a marked vertex would be to use Grover’s quantum search algorithm [26, 16]. If
ǫ fraction of vertices are marked, then Grover’s search finds amarked vertex afterO( 1√

ǫ
) vertices. Assume
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that there exists a single pairi, j ∈ [N ] such thati 6= j, xi = xj. For a randomS, |S| = N2/3, the
probability ofvS being marked is

Pr[i ∈ S; j ∈ S] = Pr[i ∈ S]Pr[j ∈ S|i ∈ S] =
N2/3

N

N2/3 − 1

N − 1
= (1 − o(1))

1

N2/3
.

Thus, a quantum algorithm can find a marked vertex by examining O( 1√
ǫ
) = O(N1/3) vertices. However,

to find out if a vertex is marked, the algorithm needs to queryN2/3 itemsxi, i ∈ S. This makes the total
query complexityO(N1/3N2/3) = O(N), giving no speedup compared to the classical algorithm which
queries all items.

We improve on this naive algorithm by re-using the information from previous queries. Assume that we
just checked ifvS is marked by querying allxi, i ∈ S. If the next vertexvT is such thatT contains onlym
elementsi /∈ S, then we only need to querym elementsxi, i ∈ T \ S instead ofr = N2/3 elementsxi,
i ∈ T .

To formalize this, we use the following model. At each moment, we are at one vertex ofG (superposition
of vertices in quantum case). In one time step, we can examineif the current vertexvS is marked and move
to an adjacent vertexvT . Assume that there is an algorithmA that finds a marked vertex withM moves
between vertices. Then, there is an algorithm that solves element distinctness inM + r steps, in a following
way:

1. We user queries to query allxi, i ∈ S for the starting vertexvS .

2. We then repeat the following two operationsM times:

(a) Check if the current vertexvS is marked. This can be done without any queries because we
already know allxi, i ∈ S.

(b) We simulate the algorithmA until the next move, find the vertexvT to which it moves fromvS .
We then move tovT , by queryingxi, i ∈ T \ S. After that, we know allxi, i ∈ T . We then set
S = T .

The total number of queries is at mostM + r, consisting ofr queries for the first step and 1 query to
simulate each move ofA.

In the next sections, we will show how to search this graph by quantum walk inO(N2/3) steps for
element distinctness andO(Nk/(k+1)) steps fork-distinctness.

3.2 The algorithm

Let x1, . . . , xN ∈ [M ]. We consider two Hilbert spacesH andH′. H has dimension
(N
r

)

M r(N − r) and
the basis states ofH are |S, x, y〉 with S ⊆ [N ], |S| = r, x ∈ [M ]r, y ∈ [N ] \ S. H′ has dimension
( N
r+1

)

M r+1(r+ 1). The basis states ofH′ are|S, x, y〉 with S ⊆ [N ], |S| = r+ 1, x ∈ [M ]r+1, y ∈ S. Our
algorithm thus uses

O

((

N

r

)

M r(N − r) +

(

N

r + 1

)

M r+1(r + 1)

)

= O(r(logN + logM))

qubits of memory.
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1. Apply the transformation mapping|S〉|y〉 to

|S〉




(

−1 +
2

N − r

)

|y〉 +
2

N − r

∑

y′ /∈S,y′ 6=y
|y′〉


 .

on theS andy registers of the state inH. (This transformation is a variant of “diffusion transforma-
tion” in [26].)

2. Map the state fromH toH′ by addingy toS and changingx to a vector of lengthk+1 by introducing
0 in the location corresponding toy:

3. Query forxy and insert it into location ofx corresponding toy.

4. Apply the transformation mapping|S〉|y〉 to

|S〉




(

−1 +
2

r + 1

)

|y〉 +
2

r + 1

∑

y′∈S,y′ 6=y
|y′〉


 .

on they register.

5. Erase the element ofx corresponding to newy by using it as the input to query forxy.

6. Map the state back toH by removing the 0 component corresponding toy from x and removingy
from S.

Algorithm 1: One step of quantum walk

In the states used by our algorithm,xwill always be equal to(xi1 , . . . , xir) wherei1, . . . , ir are elements
of S in increasing order.

We start by defining a quantum walk onH andH′ (algorithm 1). Each step of the quantum walk starts
in a superposition of states inH. The first three steps map the state fromH to H′ and the last three steps
map it back toH.

If there is at most onek-collision, we apply Algorithm 2 (t1 andt2 arec1
√
r andc2(Nr )k/2 for constants

c1 andc2 which can be calculated from the analysis in section 4). Thisalgorithm alternates quantum walk
with a transformation that changes the phase if the current state contains ak-collision. We give a proof of
correctness for Algorithm 2 in section 4.

If there can be more onek-collision, elementk-distinctness is solved by algorithm 3. Algorithm 3 is a
classical algorithm that randomly selects several subsetsof xi and runs algorithm 2 on each subset. We give
Algorithm 3 and its analysis in section 5.
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1. Generate the uniform superposition 1
√

(N
r )(N−r)

∑

|S|=r,y /∈S |S〉|y〉.

2. Query allxi for i ∈ S. This transforms the state to

1
√

(N
r

)

(N − r)

∑

|S|=r,y /∈S
|S〉|y〉

⊗

i∈S
|xi〉.

3. t1 = O((N/r)k/2) times repeat:

(a) Apply the conditional phase flip (the transformation|S〉|y〉|x〉 → −|S〉|y〉|x〉) for S such that
xi1 = xi2 = . . . = xik for k distinct i1, . . . , ik ∈ S.

(b) Performt2 = O(
√
r) steps of the quantum walk (algorithm 1).

4. Measure the final state. Check ifS contains ak-collision and answer “there is ak-collision” or “there
is nok-collision”, according to the result.

Algorithm 2: Single-solution algorithm

4 Analysis of singlek-collision algorithm

4.1 Overview

The number of queries for algorithm 2 isr for creating the initial state andO((N/r)k/2
√
r) = O( Nk/2

r(k−1)/2 )

for the rest of the algorithm. Thus, the overall number of queries isO(max(r, Nk/2

r(k−1)/2 )). The correctness of
algorithm 2 follows from

Theorem 5 Let the inputx1, . . ., xN be such thatxi1 = . . . = xik for exactly one set ofk distinct values
i1, . . . , ik. With a constant probability, measuring the final state of algorithm 2 givesS such thati1, . . . , ik ∈
S.

Proof: The main ideas are as follows. We first show (Lemma 1) that algorithm’s state always stays in a
2k + 1-dimensional subspace ofH. After that (Lemma 2), we find the eigenvalues for the unitarytransfor-
mation induced by one step of the quantum walk (algorithm 1),restricted to this subspace. We then look
at algorithm 2 as a sequence of the form(U2U1)

t1 with U1 being a conditional phase flip andU2 being a
unitary transformation whose eigenvalues have certain properties (in this case,U2 is t2 steps of quantum
walk). We then prove a general result (Lemma 3) about such sequences, which implies that the algorithm
finds thek-collision with a constant probability.

Let |S, y〉 be a shortcut for the basis state|S〉 ⊗i∈S |xi〉|y〉. In our algorithm, the|x〉 register of a
state|S, x, y〉 always contains the state⊗i∈S|xi〉. Therefore, the state of the algorithm is always a linear
combination of the basis states|S, y〉.

We classify the basis states|S, y〉 (|S| = r, y /∈ S) into 2k + 1 types. A state|S, y〉 is of type(j, 0) if
|S ∩{i1, . . . , ik}| = j andy /∈ {i1, . . . , ik} and of type(j, 1) if |S ∩{i1, . . . , ik}| = j andy ∈ {i1, . . . , ik}.

8



Forj ∈ {0, . . . , k− 1}, there are both type(j, 0) and type(j, 1) states. Forj = k, there are only(k, 0) type
states. ((k, 1) type is impossible because, if,|S ∩ {i1, . . . , ik}| = k, theny /∈ S impliesy /∈ {i1, . . . , ik}.)

Let |ψj,l〉 be the uniform superposition of basis states|S, y〉 of type (j, l). Let H̃ be the (2k + 1)-
dimensional space spanned by states|ψj,l〉.

For the spaceH′, its basis states|S, y〉 (|S| = r+1, y ∈ S) can be similarly classified into2k+1 types.
We denote those types(j, l) with j = |S ∩ {i1, . . . , ik}|, l = 1 if y ∈ {i1, . . . , ik} and l = 0 otherwise.
(Notice that, sincey ∈ S for the spaceH′, we have type(k, 1) but no type(0, 1).) Let |ϕj,l〉 be the uniform
superposition of basis states|S, y〉 of type (j, l) for spaceH′. Let H̃ ′ be the (2k + 1)-dimensional space
spanned by|ϕj,l〉. Notice that the transformation|S, y〉 → |S ∪ {y}, y〉 maps

|ψi,0〉 → |ϕi,0〉, |ψi,1〉 → |ϕi+1,1〉.

We claim

Lemma 1 In algorithm 1, steps 1-3 map̃H to H̃′ and steps 4-6 map̃H′ to H̃.

Proof: In section 4.2.
Thus, algorithm 1 maps̃H to itself. Also, in algorithm 2, step 3a maps|ψk,0〉 → −|ψk,0〉 and leaves

|ψj,l〉 for j < k unchanged (because|ψj,l〉, j < k are superpositions of states|S, y〉 which are unchanged
by step 3b and|ψk,0〉 is a superposition of states|S, y〉 which are mapped to−|S, y〉 by step 3b). Thus,
every step of algorithm 2 maps̃H to itself. Also, the starting state of algorithm 2 can be expressed as a
combination of|ψj,l〉. Therefore, it suffices to analyze algorithms 1 and 2 on subspaceH̃.

In this subspace, we will be interested in two particular states. Let|ψstart〉 be the uniform superposition
of all |S, y〉, |S| = r, y /∈ S. Let |ψgood〉 = |ψk,0〉 be the uniform superposition of all|S, y〉 with i1, . . . , ik ∈
S. |ψstart〉 is the algorithm’s starting state.|ψgood〉 is the state we would like to obtain (because measuring
|ψgood〉 gives a random setS such that{i1, . . . , ik} ⊆ S).

We start by analyzing a single step of quantum walk.

Lemma 2 LetU be the unitary transformation induced oñH by one step of the quantum walk (algorithm
1). U has2k+ 1 different eigenvalues iñH. One of them is 1, with|ψstart〉 being the eigenvector. The other
eigenvalues aree±θ1i, . . ., e±θki with θj = (2

√
j + o(1)) 1√

r
.

Proof: In section 4.2.
We sett2 = ⌈ π

3
√
k

√
r⌉. Since one step of quantum walk fixes̃H, t2 steps fixH̃ as well. Moreover,

|ψstart〉 will still be an eigenvector with eigenvalue 1. The other2k eigenvalues becomee±i(
2π

√
j

3
√

k
+o(1)).

Thus, every of those eigenvalues iseiθ with θ ∈ [c, 2π − c], for a constantc independent ofN andr.
Let stepU1 be step 3a of algorithm 2 andU2 = U t2 be step 3b. Then, the entire algorithm consists of

applying(U2U1)
t1 to |ψstart〉. We will apply

Lemma 3 LetH be a finite dimensional Hilbert space and|ψ1〉, . . ., |ψm〉 be an orthonormal basis forH.
Let |ψgood〉, |ψstart〉 be two states inH which are superpositions of|ψ1〉, . . ., |ψm〉 with real amplitudes and
〈ψgood|ψstart〉 = α. LetU1, U2 be unitary transformations onH with the following properties:

1. U1 is the transformation that flips the phase on|ψgood〉 (U1|ψgood〉 = −|ψgood〉) and leaves any state
orthogonal to|ψgood〉 unchanged.
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2. U2 is a transformation which is described by a real-valuedm×m matrix in the basis|ψ1〉, . . ., |ψm〉.
Moreover,U2|ψstart〉 = |ψstart〉 and, if |ψ〉 is an eigenvector ofU2 perpendicular to|ψstart〉, then
U2|ψ〉 = eiθ|ψ〉 for θ ∈ [ǫ, 2π − ǫ], θ 6= π (whereǫ is a constant,ǫ > 0)2

Then, there existst = O( 1
α) such that|〈ψgood|(U2U1)

t|ψstart〉| = Ω(1). (The constant underΩ(1) is
independent ofα but can depend onǫ.)

Proof: In section 4.3.
By Lemma 3, we can sett1 = O( 1

α ) so that the inner product of(U2U1)
t1 |ψstart〉 and |ψgood〉 is

a constant. Since|ψgood〉 is a superposition of|S, y〉 over S satisfying {i1, . . . , ik} ⊆ S, measuring
(U2U1)

t1 |ψstart〉 gives a setS satisfying{i1, . . . , ik} ⊆ S with a constant probability.
It remains to calculateα. Let α′ be the fraction ofS satisfying{i1, . . . , ik} ⊆ S. Since|ψstart〉 is the

uniform superposition of all|S, y〉 and|ψgood〉 is the uniform superposition of|S, y〉 with {i1, . . . , ik} ⊆ S
we haveα =

√
α′.

α′ = Pr[{i1, . . . , ik} ⊆ S] =

(N−k
r−k

)

(N
r

)
=

r

N

k−1
∏

j=1

r − j

N − j
= (1 − o(1))

rk

Nk
.

Therefore,α = Ω( r
k/2

Nk/2 ) andt1 = O((N/r)k/2).
Lemma 3 might also be interesting by itself. It generalizes one of analyses of Grover’s algorithm [3].

Informally, the lemma says that, in Grover-like sequence oftransformations(U2U1)
t, we can significantly

relax the constraints onU2 and the algorithm will still give similar result. It is quitelikely that such situations
might appear in analysis of other algorithms.

For the quantum walk for elementk-distinctness, Childs and Eisenberg [20] have improved theanalysis
of lemma 3, by showing that〈ψgood|(U2U1)

t|ψstart〉 (and, hence, algorithm’s success probability) is1−o(1).
Their result, however, does not apply to arbitrary transformationsU1 andU2 satisfying conditions of lemma
3.

4.2 Proofs of Lemmas 1 and 2

Proof: [of Lemma 1] To show thatH̃ is mapped toH̃′, it suffices to show that each of basis vectors
|ψj,l〉 is mapped to a vector iñH′. Consider vectors|ψj,0〉 and |ψj,1〉 for j ∈ {0, 1, . . . , k − 1}. Fix S,
|S ∩ {i1, . . . , ik}| = j. We divide[N ] \ S into two setsS0 andS1. Let

S0 = {y : y ∈ [N ] \ S, y /∈ {i1, . . . , ik}},
S1 = {y : y ∈ [N ] \ S, y ∈ {i1, . . . , ik}}.

Since |S ∩ {i1, . . . , ik}| = j, S1 containss1 = k − j elements. SinceS0 ∪ S1 = [N ] \ S contains
N − r elements,S0 containss0 = N − r − k + j elements. Define|ψS,0〉 = 1√

N−r−k+j
∑

y∈S0
|S, y〉 and

|ψS,1〉 = 1√
k−j

∑

y∈S1
|S, y〉. Then, we have

|ψj,0〉 =
1

√

(k
j

)(N−k
r−j

)

∑

S:|S|=r
|S∩{i1,...,ik}|=j

|ψS,0〉 (1)

2The requirementθ 6= π is made to simplify the proof of the lemma. The lemma remains true if θ = π is allowed. At the end
of section 4.3, we sketch how to modify the proof for this case.
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and, similarly for|ψj,1〉 and|ψS,1〉.
Consider the step 1 of algorithm 1, applied to the state|ψS,0〉. Let |ψ′

S,0〉 be the resulting state. Since the
|S〉 register is unchanged,|ψ′

S,0〉 is some superposition of states|S, y〉. Moreover, both the state|ψS,0〉 and
the transformation applied to this state in step 1 are invariant under permutation of states|S, y〉, y ∈ S0 or
states|S, y〉, y ∈ S1. Therefore, the resulting state must be invariant under such permutations as well. This
means that every|S, y〉, y ∈ S0 and every|S, y〉, y ∈ S1 has the same amplitude in|ψ′

S,0〉. This is equivalent
to |ψ′

S,0〉 = a|ψS,0〉 + b|ψS,1〉 for somea, b. Because of equation (1), this means that step 1 maps|ψj,0〉
to a|ψj,0〉 + b|ψj,1〉. Steps 2 and 3 then map|ψj,0〉 to |ϕj,0〉 and|ψj,1〉 to |ϕj+1,1〉. Thus,|ψj,0〉 is mapped
to a superposition of two basis states ofH̃′: |ϕj,0〉 and|ϕj+1,1〉. Similarly, |ψj,1〉 is mapped to a (different)
superposition of those two states.

For j = k, we only have one state|ψk,0〉. A similar argument shows that this state is unchanged by step
1 and then mapped to|ϕk,0〉 which belongs toH̃′.

Thus, steps 1-3 map̃H to H̃′. The proof that steps 4-6 map̃H′ to H̃ is similar.
Proof: [of Lemma 2] We fix a basis for̃H consisting of|ψj,0〉, |ψj,1〉, j ∈ {0, . . . , k − 1} and|ψk,0〉 and a
basis forH̃′ consisting of|ϕ0,0〉 and|ϕj,1〉, |ϕj,0〉, j ∈ {1, . . . , k}. LetDǫ be the matrix

Dǫ =

(

−1 + 2ǫ 2
√
ǫ− ǫ2

2
√
ǫ− ǫ2 1 − 2ǫ

)

.

Claim 1 Let U1 be the unitary transformation mapping̃H to H̃′ induced by steps 1-3 of quantum walk.
Then,U1 is described by a block diagonal matrix

U1 =





















D k
N−r

0 . . . 0 0

0 D k−1
N−r

. . . 0 0

...
...

. . .
...

...
0 0 . . . D 1

N−r
0

0 0 . . . 0 1





















,

where the columns are in the basis|ψ0,0〉, |ψ0,1〉, |ψ1,0〉, |ψ1,1〉, . . ., |ψk,0〉 and the rows are in the basis
|ϕ0,0〉, |ϕ1,1〉, |ϕ1,0〉, |ϕ2,1〉, . . ., |ϕk,1〉, |ϕk,0〉.

Proof: Let Hj be the 2-dimensional subspace ofH̃ spanned by|ψj,0〉 and |ψj,1〉. Let H′
j be the 2-

dimensional subspace of̃H′ spanned by|ϕj,0〉 and|ϕj+1,1〉.
From the proof of Lemma 1, we know that the subspaceHj is mapped to the subspaceH′

j. Thus, we
have a block diagonal matrices with2 × 2 blocks mappingHj to H′

j and1 × 1 identity matrix mapping
|ψk,0〉 to |ϕk,0〉. It remains to show that the transformation fromHj to H′

j is D k−j
N−r

. Let S be such that

|S ∩ {i1, . . . , ik}| = j. Let S0, S1, |ψS,0〉, |ψS,1〉 be as in the proof of lemma 1. Then, step 1 of algorithm
1 maps|ψS,0〉 to

1√
s0

∑

y∈S0





(

−1 +
2

N − r

)

|S, y〉 +
∑

y′ 6=y,y′ /∈S

2

N − r
|S, y′〉





=
1√
s0

(

−1 +
2

N − r
+ (s0 − 1)

2

N − r

)

∑

y∈S0

|S, y〉 + s0
1√
s0

2

N − r

∑

y∈S1

|S, y〉
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=

(

−1 +
2s0
N − r

)

|ψS,0〉 +
2
√
s0s1

N − r
|ψS,1〉.

By a similar calculation,|ψS,1〉 is mapped to
(

−1 +
2s1
N − r

)

|ψS,1〉 +
2
√
s0s1

N − r
|ψS,0〉 =

(

1 − 2s0
N − r

)

|ψS,1〉 +
2
√
s0s1

N − r
|ψS,0〉.

Thus, step 1 produces the transformationD k−j
N−r

on |ψS,0〉 and |ψS,1〉. Since|ψj,0〉 and |ψj,1〉 are uniform

superpositions of|ψS,0〉 and|ψS,1〉 over allS, step 1 also produces the same transformationD k−j
N−r

on |ψj,0〉
and|ψj,1〉. Steps 2 and 3 just map|ψj,0〉 to |ϕj,0〉 and|ψj,1〉 to |ϕj+1,1〉.

Similarly, steps 4-6 give the transformationU2 described by block-diagonal matrix

U2 =





















1 0 0 . . . 0
0 D′

1
r+1

0 . . . 0

0 0 D′
2

r+1

. . . 0

...
...

...
. . .

...
0 0 0 . . . D′

k
r+1





















.

from H̃′ to H̃. Here,D′
ǫ denotes the matrix

D′
ǫ =

(

−1 + 2ǫ 2
√
ǫ− ǫ2

2
√
ǫ− ǫ2 1 − 2ǫ

)

.

A step of quantum walk isU = U2U1. Let V be the diagonal matrix with odd entries on the diagonal
being -1 and even entries being 1. SinceV 2 = I, we haveU = U2V

2U1 = U ′
2U

′
1 for U ′

2 = U2V and
U ′

1 = V U1. Let

Eǫ =

(

1 − 2ǫ 2
√
ǫ− ǫ2

−2
√
ǫ− ǫ2 1 − 2ǫ

)

.

Then,U ′
1 andU ′

2 are equal toU1 andU2, with everyDǫ or D′
ǫ replaced by correspondingEǫ. 7We

will first diagonalizeU ′
1 andU ′

2 separately and then argue that eigenvalues ofU ′
2U

′
1 are almost the same as

eigenvalues ofU ′
2.

SinceU ′
2 is block diagonal, it suffices to diagonalize each block.1 × 1 identity block has eigenvalue 1.

For a matrixEǫ, its characteristic polynomial isλ2− (2−4ǫ)λ+1 = 0 and its roots are1−2ǫ±2
√
ǫ− ǫ2i.

For ǫ = o(1), this is equal toe±(2+o(1))i
√
ǫ. Thus, the eigenvalues ofU ′

2 are 1, ande
±(2+o(1))

√
j√

r+1
i

for

j ∈ {1, 2, . . . , k}. Similarly, the eigenvalues ofU ′
1 are 1, ande

±(2+o(1))

√
j√

N−r
i
for j ∈ {1, 2, . . . , k}.

To complete the proof, we use the following bound on the eigenvalues of the product of two matrices
which follows from Hoffman-Wielandt theorem in matrix analysis [27].

Theorem 6 LetA andB be unitary matrices. Assume thatA has eigenvalues1 + δ1, . . ., 1 + δm, B has
eigenvaluesµ1, . . ., µm andAB has eigenvaluesµ′1, . . ., µ′m. Then,

|µj − µ′j| ≤
m
∑

i=1

|δi|

for all j ∈ [m].
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Proof: In section 4.4.
LetA = U ′

1 andB = U ′
2. Since|eǫi − 1| ≤ |ǫ|, each of|δi| is of orderO( 1√

N−r ). Therefore, their sum

is of orderO( 1√
N−r ) as well. Thus, for each eigenvalue ofU ′

2, there is a corresponding eigenvalue ofU ′
2U

′
1

that differs by at most byO( 1√
N−r ). The lemma now follows from 1√

N−r = o( 1√
r+1

).

4.3 Proof of Lemma 3

We assume that|α| < cǫ2 for some sufficiently small positive constantc. Otherwise, we can just taket = 0
and get|〈ψgood|(U2U1)

t|ψstart〉| = |〈ψgood|ψstart〉| = |α| ≥ cǫ2.
Consider the eigenvalues ofU2. SinceU2 is described by a realm ×m matrix (in the basis|ψ1〉, . . .,

|ψm〉), its characteristic polynomial has real coefficients. Therefore, the eigenvalues are 1, -1,e±iθ1 , . . .,
e±iθl . From conditions of the lemma, we know that the eigenvalue ofeiπ = −1 never occurs.

Let |wj,+〉, |wj,−〉 be the eigenvectors ofU2 with eigenvalueseiθj , e−iθj . Let |wj,+〉 =
∑l
j′=1 cj,j′ |ψj′〉.

Then, we can assume that|wj,−〉 =
∑l
j′=1 c

∗
j,j′|ψj′〉. (SinceU2 is a real matrix, takingU2|wj,+〉 =

eiθj |wj,+〉 and replacing every number with its complex conjugate givesU2|w〉 = e−iθj |w〉 for |w〉 =
∑l
j=1 c

∗
j,j′ |ψj′〉.)

We write|ψgood〉 in a basis consisting of eigenvectors ofU2:

|ψgood〉 = α|ψstart〉 +
l
∑

j=1

(aj,+|wj,+〉 + aj,−|wj,−〉). (2)

W. l. o. g., assume thatα is a positive real. (Otherwise, multiply|ψstart〉 by an appropriate factor to make
α a positive real.)

We can also assume thataj,+ = aj,− = aj, with aj being a positive real number. (To see that, let
|ψgood〉 =

∑l
j′=1 bj′ |ψj′〉. Then,bj′ are real (by the assumptions of Lemma 3). We have〈wj,+|ψgood〉 =

aj,+ =
∑l
j′=1 bj′c

∗
j,j′ and 〈wj,−|ψgood〉 = aj,− =

∑l
j′=1 bj′(c

∗
j,j′)

∗ = (
∑l
j′=1 bj′c

∗
j,j′)

∗ = a∗j,+. Multi-

plying |wj,+〉 by
a∗j,+

|aj,+| and|wj,−〉 by aj,+

|aj,+| makes bothaj,+ andaj,− equal to
aj,+a∗j,+

|aj,+| = |aj,+| which is a
positive real.)

Consider the vector

|vβ〉 = α

(

1 + i cot
β

2

)

|ψstart〉+
l
∑

j=1

aj

(

1 + i cot
−θj + β

2

)

|wj,+〉+
l
∑

j=1

aj

(

1 + i cot
θj + β

2

)

|wj,−〉.

(3)
We will prove that, for someβ = Ω(α), |vβ〉 and|v−β〉 are eigenvectors ofU2U1, with eigenvaluese±iβ.
After that, we show that the starting state|ψstart〉 is close to the state1√

2
|vβ〉 + 1√

2
|v−β〉. Therefore,

repeatingU2U1
π
2β times transforms|ψstart〉 to a state close toi√

2
|vβ〉 + −i√

2
|v−β〉 which is equivalent to

1√
2
|vβ〉− 1√

2
|v−β〉. We then complete the proof by showing that this state has a constant inner product with

|ψgood〉.
We first state some bounds on trigonometric functions that will be used throughout the proof.

Claim 2 1. 2x
π ≤ sinx ≤ x for all x ∈ [0, π2 ];

2. π
4x ≤ cot x ≤ 1

x for all x ∈ [0, π4 ].
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We now start the proof by establishing a sufficient conditionfor |vβ〉 and|v−β〉 to be eigenvectors. We
have|vβ〉 = |ψgood〉 + i|v′β〉 where

|v′β〉 = α cot
β

2
|ψstart〉 +

l
∑

j=1

aj cot
−θj + β

2
|wj,+〉 +

l
∑

j=1

aj cot
θj + β

2
|wj,−〉. (4)

Claim 3 If |v′β〉 is orthogonal to|ψgood〉, then|vβ〉 is an eigenvector ofU2U1 with an eigenvalue ofeiβ and

|v−β〉 is an eigenvector ofU2U1 with an eigenvalue ofe−iβ .

Proof: Since |v′β〉 is orthogonal to|ψgood〉, we haveU1|v′β〉 = |v′β〉 andU1|vβ〉 = −|ψgood〉 + i|v′β〉.
Therefore,

U2U1|vβ〉 = α

(

−1 + i cot
β

2

)

|ψstart〉 +
l
∑

j=1

aje
iθj

(

−1 + i cot
−θj + β

2

)

|wj,+〉+

l
∑

j=1

aje
−iθj

(

−1 + i cot
θj + β

2

)

|wj,−〉.

Furthermore,

1 + i cot x =
sinx+ i cos x

sinx
=
ei(

π
2
−x)

sinx
,

−1 + i cot x =
− sinx+ i cos x

sinx
=
ei(

π
2
+x)

sinx
,

Therefore,
(

−1 + i cot
β

2

)

= eiβ
(

1 + i cot
β

2

)

,

eiθj

(

−1 + i cot
−θj + β

2

)

=
ei(

π
2
+

θj
2

+ β
2
)

sin
−θj+β

2

= eiβ
(

1 + i cot
−θj + β

2

)

and similarly for the coefficient of|wj,−〉. This means thatU2U1|vβ〉 = eiβ |vβ〉.
For |v−β〉, we write out the inner products〈ψgood|v′β〉 and〈ψgood|v′−β〉. Then, we see that〈ψgood|v′−β〉 =

−〈ψgood|v′β〉. Therefore, if|ψgood〉 and |v′β〉 are orthogonal, so are|ψgood〉 and |v′−β〉. By the argument

above, this implies that|v−β〉 is an eigenvector ofU2U1 with an eigenvaluee−iβ .
Next, we use this necessary condition to boundβ for which |vβ〉 and|v−β〉 are eigenvectors.

Claim 4 There existsβ such that|v′β〉 is orthogonal to|ψgood〉 and ǫα√
π
≤ β ≤ 2.6α.

Proof: Let f(β) = 〈ψgood|v′β〉. We have

f(β) = α2 cot
β

2
+

l
∑

j=1

|aj|2
(

cot
−θj + β

2
+ cot

θj + β

2

)

.
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We boundf(β) from below and above, forβ ∈ [0, ǫ2 ]. For the first term, we haveπ2β ≤ cot β2 ≤ 2
β (by claim

2). For the second term, we have

cot
−θj + β

2
+ cot

θj + β

2
= − sin β

sin
θj+β

2 sin
θj−β

2

. (5)

For the numerator, we have2βπ ≤ sin β ≤ β, because of Claim 2. The denominator can be bounded from
below as follows:

sin
θj + β

2
sin

θj − β

2
≥ sin

ǫ

2
sin

ǫ

4
≥ ǫ2

2π2
,

with the first inequality following fromθj ≥ ǫ andβ ≤ ǫ
2 and the last inequality following from claim 2.

This means

α2 π

2β
− (1 − α2)π2

ǫ2
β ≤ f(β) ≤ α2 2

β
− 1 − α2

π
β, (6)

where we have used‖ψgood‖2 = |α|2 + 2
∑l
j=1 |aj |2 (by equation (2)) and‖ψgood‖ = 1 to replace

∑l
j=1 |aj |2 by 1−α2

2 .
The lower bound of equation (6) implies thatf(β) ≥ 0 for β = ǫ√

2π(1−α2)
α. The upper bound implies

that f(β) ≤ 0 for β =
√

2π√
1−α2

α. Sincef is continuous, it must be the case thatf(β) = 0 for some

β ∈ [ ǫ√
2π(1−α2)

α,
√

2π√
1−α2

α]. The claim now follows from0 ≤ α ≤ 0.1.

Let |u1〉 =
|vβ〉
‖vβ‖ and |u2〉 =

|v−β〉
‖v−β‖ . We show that|ψstart〉 is almost a linear combination of|u1〉 and

|u2〉. Define|ψend〉 = |vend〉
‖vend‖ where

|vend〉 =
l
∑

j=1

aj

(

1 + i cot
−θj
2

)

|wj,+〉 +
l
∑

j=1

aj

(

1 + i cot
θj
2

)

|wj,−〉. (7)

Claim 5

|u1〉 = cstarti|ψstart〉 + cend|ψend〉 + |u′1〉,

|u2〉 = −cstarti|ψstart〉 + cend|ψend〉 + |u′2〉
wherecstart, cend are positive real numbers andu′1, u′2 satisfy‖u′1‖ ≤ 3β

ǫ and‖u′2‖ ≤ 3β
ǫ , for β from Claim

4.

Proof: By regrouping terms in equation (3), we have

|vβ〉 = αi cot
β

2
|ψstart〉 + |vend〉 + |v′′β〉 (8)

where

|v′′β〉 = α|ψstart〉 +
l
∑

j=1

aji

(

cot
−θj + β

2
− cot

−θj
2

)

|wj,+〉
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+
l
∑

j=1

aji

(

cot
θj + β

2
− cot

θj
2

)

|wj,−〉.

We claim that‖v′′β‖ ≤ 3β
ǫ ‖vβ‖. We prove this by showing that the absolute value of each of coefficients in

|v′′β〉 is at most3βǫ times the absolute value of corresponding coefficient in|vβ〉. The coefficient of|ψstart〉
is α in |v′′β〉 andα(1 + i cot β2 ) in |vβ〉. We have

|α(1 + i cot
β

2
)| ≥ α cot

β

2
≥ α

8

πβ
,

which means that the absolute value of the coefficient of|ψstart〉 in |v′′β〉 is at mostπβ8 times the absolute
value of the coefficient in|vβ〉. For the coefficient of the|wj,+〉, we have

cot
−θj + β

2
− cot

−θj
2

=
sin β

2

sin
−θj+β

2 sin
−θj

2

If θj − β ≥ π
2 , then

∣

∣

∣

∣

∣

sin β
2

sin
−θj+β

2 sin
−θj

2

∣

∣

∣

∣

∣

≤
β
2

sin π
4 sin π

4

=
β
2

1√
2

1√
2

= β ≤ β

∣

∣

∣

∣

1 + i cot
−θj + β

2

∣

∣

∣

∣

.

If θj − β ≤ π
2 , then

∣

∣

∣

∣

∣

sin β
2

sin
−θj+β

2 sin
−θj

2

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

sin β
2

cos
−θj+β

2 sin
−θj

2

cot
−θj + β

2

∣

∣

∣

∣

∣

≤
β
2

1√
2

θj

π

cot

∣

∣

∣

∣

−θj + β

2

∣

∣

∣

∣

≤ 3
β

ǫ

∣

∣

∣

∣

cot
−θj + β

2

∣

∣

∣

∣

,

with the first inequality following from| cos −θj+β
2 | ≥ | cos π4 | = 1√

2
and | sinx| = sin |x| ≥ 2|x|

π (using

Claim 2). Therefore, the absolute value of coefficient of|wj,+〉 in |v′′β〉 is at most3βǫ times the absolute value

of the coefficient of|wj,+〉 in |vβ〉 (which is |aj(1 + i cot
−θj+β

2 )|). Similarly, we can bound the absolute
value of coefficient of|wj,−〉.

By dividing equation (8) by‖vβ‖, we get

|u1〉 = cstarti|ψstart〉 + cend|ψend〉 + |u′1〉

for cstart =
α cot β

2
‖vβ‖ , cend = ‖vend‖

‖vβ‖ and|u′1〉 = 1
‖vβ‖ |v

′′
β〉. Since‖v′′β‖ ≤ 3β

ǫ ‖vβ‖, we have‖u′1‖ ≤ 3β
ǫ . The

proof foru2 is similar.
Since|u1〉 and|u2〉 are eigenvectors ofU2U1 with different eigenvalues, they must be orthogonal. There-

fore,

〈u1|u2〉 = −c2start + c2end +O(
β

ǫ
) = 0,

whereO(βǫ ) denotes a term that is at mostconstβǫ in absolute value for some constantconst that does not
depend onβ andǫ. Also,

‖u1‖2 = c2start + c2end +O(
β

ǫ
) = 1.
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These two equalities together withcstart andcend being positive reals imply thatcstart = 1√
2

+O(β/ǫ) and

cend = 1√
2

+O(β/ǫ). Therefore,

|u1〉 =
1√
2
i|ψstart〉 +

1√
2
|ψend〉 + |u′′1〉,

|u2〉 = − 1√
2
i|ψstart〉 +

1√
2
|ψend〉 + |u′′2〉,

with ‖u′′1‖ = O(β/ǫ) and‖u′′2‖ = O(β/ǫ). This means that

|ψstart〉 = − i√
2
|u1〉 +

i√
2
|u2〉 + |w′〉,

|ψend〉 =
1√
2
|u1〉 +

1√
2
|u2〉 + |w′′〉,

wherew′ andw′′ are states with‖w′‖ = O(β/ǫ) and‖w′′‖ = O(β/ǫ). Let t = ⌊ π2β ⌋. Then,(U2U1)
t|u1〉 is

almosti|u1〉 (plus a term of orderO(β)) and(U2U1)
t|u2〉 is almost−i|u2〉. Therefore,

(U2U1)
t|ψstart〉 = |ψend〉 + |v′〉

where‖v′‖ = O(β/ǫ). This means that

|〈ψgood|(U2U1)
t|ψstart〉| ≥ |〈ψgood|ψend〉| −O(

β

ǫ
). (9)

Sinceβ ≤ 2.6α andα = cǫ2, we haveO(β/ǫ) = O(ǫ). By choosingc to be sufficiently small, we can make
theO(β/ǫ) term to be less than0.1ǫ. Then, Lemma 3 follows from

Claim 6

|〈ψgood|ψend〉| ≥ min

(

1 − α2

2
,
1 − α2

4
ǫ

)

.

Proof: Since|ψend〉 = |vend〉
‖vend‖ , we have〈ψgood|ψend〉 =

〈ψgood|vend〉
‖vend‖ . By definition of|vend〉 (equation (7)),

〈ψgood|vend〉 = 2
∑l
j=1 a

2
j . By equation (2),‖ψgood‖2 = α2 + 2

∑l
j=1 a

2
j . Since‖ψgood‖2 = 1, we have

〈ψgood|vend〉 = 1 − α2. Therefore,〈ψgood|ψend〉 ≥ 1−α2

‖vend‖ .

We have‖vend‖2 = 2
∑l
j=1 a

2
j(1+cot2 θj

2 ). Sinceθk ∈ [ǫ, 2π−ǫ], ‖vend‖2 ≤ 2
∑l
j=1 a

2
j (1+cot2 ǫ

2 ) ≤
(1 + cot2 ǫ

2) and

〈ψgood|ψend〉 ≥
1 − α2

√

1 + cot2(ǫ/2)
≥ 1 − α2

2max(1, cot ǫ
2)

≥ min

(

1 − α2

2
,
1 − α2

4
ǫ

)

.

If α is set to be sufficiently small,|〈ψgood|ψend〉| is close to0.5ǫ and, together with equation (9), this
means that|〈ψgood|(U2U1)

t|ψstart〉| is of orderΩ(ǫ).
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Remark. If U2 has eigenvectors with eigenvalue -1, the equation (2) becomes

|ψgood〉 = α|ψstart〉 +
l
∑

j=1

(aj,+|wj,+〉 + aj,−|wj,−〉) + al+1|wl+1〉,

with |wl+1〉 being an eigenvector with eigenvalue -1. We also addal+1(1−i tan β
2 )|wl+1〉,−al+1i tan

β
2 |wl+1〉

andal+1|wl+1〉 terms to the right hand sides of equations (3), (4) and (8), respectively. Claims 3, 4, 5 and 6
remain true, but proofs of claims require some modificationsto handle the|wl+1〉 term.

4.4 Derivation of Theorem 6

In this section, we derive Theorem 6 (which was used in the proof of Lemma 2) from Hoffman-Wielandt
inequality.

Definition 3 For a matrixC = (cij), we define itsl2-norm as‖C‖ =
√

∑

i,j |c2ij |.

Theorem 7 [27, pp. 292] IfU is unitary, then‖UC‖ = ‖C‖ for anyC.

Theorem 8 [27, Theorem 6.3.5] LetC andD bem × m matrices. Letµ1, . . ., µm andµ′1, . . . , µ
′
m be

eigenvalues ofC andD, respectively. Then,

m
∑

i=1

(µi − µ′i)
2 ≤ ‖C −D‖2.

To derive theorem 6 from theorem 8, letC = B andD = AB. Then,C − D = (I − A)B. Since
B is unitary,‖C − D‖ = ‖I − A‖ (Theorem 7). LetU be a unitary matrix that diagonalizesA. Then,
U(I−A)U−1 = I−UAU−1 and‖I−A‖ = ‖I−UAU−1‖. SinceUAU−1 is a diagonal matrix with1+δi
on the diagonal,I−UAU−1 is a diagonal matrix withδi on the diagonal and‖I −UAU−1‖2 =

∑m
i=1 |δi|2

By applying Theorem 8 toI andUAU−1, we get

m
∑

i=1

(µi − µ′i)
2 ≤

m
∑

i=1

|δi|2.

In particular, for everyi, we have(µi − µ′i)
2 ≤ (

∑m
i=1 |δi|2) and

|µi − µ′i| ≤

√

√

√

√

m
∑

i=1

|δi|2 ≤
m
∑

i=1

|δi|.

5 Analysis of multiple k-collision algorithm

To solve the general case ofk-distinctness, we run Algorithm 2 several times, on subsetsof the input
xi, i ∈ [N ].

The simplest approach is as follows. We first run Algorithm 2 on the entire inputxi, i ∈ [N ]. We then
chose a sequence of subsetsT1 ⊆ [N ],T2 ⊆ [N ], . . .with Ti being a random subset of size|Ti| = ( 2k

2k+1)iN ,
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1. LetT1 = [N ]. Let j = 1.

2. While |Tj | > max(r,
√
N) repeat:

(a) Run Algorithm 2 onxi, i ∈ Tj , using memory sizerj =
r|Tj |
N . Measure the final state, obtaining

a setS. If there arek equal elementsxi, i ∈ S, stop, answer “there is ak-collision”.

(b) Let qj be an even power of a prime with|Tj| ≤ qj ≤ (1 + 1
2k2 )|Tj |. Select a random permu-

tationπj on [qj ] from an 1
N -approximately2k logN -wise independent family of permutations

(Theorem 2).

(c) Let

Tj+1 =

{

π−1
1 π−1

2 . . . π−1
j (i), i ∈

[⌈

2k

2k + 1
qj

⌉]}

.

(d) Let j = j + 1;

3. If |Tj | ≤ r, query allxi, i ∈ Tj classically. Ifk equal elements are found, answer “there is a
k-collision”, otherwise, answer “there is nok-collision”.

4. If |Tj | ≤
√
N , run Grover search on the set of at mostNk/2 k-tuples(i1, . . . , ik) of pairwise distinct

i1, . . . , ik ∈ Tj, searching for a tuple(i1, . . . , ik) such thatxi1 = . . . = xik . If such a tuple is found,
answer “there is ak-collision”, otherwise, answer “there is nok-collision”.

Algorithm 3: Multiple-solution algorithm

and run Algorithm 2 onxi, i ∈ T1, then onxi, i ∈ T2 and so on. It can be shown that, if the inputxi, i ∈ [N ]
contains ak-collision, then with probability at least 1/2, there exists j such thatxi, i ∈ Tj contains exactly
onek-collision. This means that running algorithm 2 onxi, i ∈ Tj finds thek-collision with a constant
probability.

The difficulty with this solution is choosing subsetsTj . If we chose a subset of size2k2k+1N uniformly
at random, we needΩ(N) space to store the subset andΩ(N) time to generate it. Thus, the straightforward
implementation of this solution is efficient in terms of query complexity but not in terms of time or space.
Algorithm 3 is a more complicated implementation of the sameapproach that also achieves time-efficiency
and space-efficiency.

We claim

Theorem 9 (a) Algorithm 3 usesO(r + Nk/2

r(k−1)/2 ) queries.

(b) Letp be the success probability of algorithm 2, if there is exactly onek-collision. For anyx1, . . . , xN
containing at least onek-collision, algorithm 3 finds ak-collision with probability at least(1 −
o(1))p/2.

Proof:
Part (a). The second to last step of algorithm 3 use at mostr queries. The last step usesO(Nk/4)

queries and is performed only if
√
N ≥ r. In this case, N

k/2

r(k−1)/2 ≥ Nk/2

N(k−1)/4 ≥ Nk/4. Thus, the last two

19



steps useO(r+ Nk/2

r(k−1)/2 ) queries and it suffices to show that algorithm 3 usesO(r + Nk/2

r(k−1)/2 ) queries in its
second step (the while loop).

Let Tj andrj be as in algorithm 3. Then|T1| = N and|Tj+1| ≤ 2k
2k+1(1 + 1

2k2 )|Tj |. The number of
queries in thejth iteration of the while loop is of the order

|Tj |k/2

r
(k−1)/2
j

+ rj =
|Tj |k/2

(|Tj |r/N)(k−1)/2
+

|Tj |r
N

=
N (k−1)/2

r(k−1)/2

√

|Tj | +
|Tj |r
N

.

The total number of queries in the while loop is of the order

∑

j

(

N (k−1)/2

r(k−1)/2

√

|Tj | +
|Tj |r
N

)

≤
∞
∑

j=0





(

2k

2k + 1

2k2 + 1

2k2

)j/2
Nk/2

r(k−1)/2
+

(

2k

2k + 1

2k2 + 1

2k2

)j

r





= O

(

Nk/2

r(k−1)/2
+ r

)

. (10)

Part (b). If x1, . . . , xN contain exactly onek-collision, then running algorithm 2 on all ofx1, . . . , xN finds
the k-collision with probability at leastp. If x1, . . . , xN contain more than onek-collision, we can have
three cases:

1. For somej, Tj contains more than onek-collision butTj+1 contains exactly onek-collision.

2. For somej, Tj contains more than onek-collision butTj+1 contains nok-collisions.

3. All Tj contain more than onek-collision (till |Tj | becomes smaller thanmax(r,
√
N) and the loop is

stopped).

In the first case, performing algorithm 2 onxj, j ∈ Ti+1 finds thek-collision with probability at leastp.
In the second case, we have no guarantees about the probability at all. In the third case, the last step of
algorithm 3 finds one ofk-collisions with probability 1.

We will show that the probability of the second case is alwaysless than the probability of the first case
plus an asymptotically small quantity. This implies that, with probability at least1/2 − o(1), either first or
third case occurs. Therefore, the probability of algorithm3 finding ak-collision is at least(1/2 − o(1))p.
To complete the proof, we show

Lemma 4 Let T be a set containing ak-collision. LetNonej be the event thatxi, i ∈ Tj contains no
k-collision andUniquej be the event thatxi, i ∈ Tj contains a uniquek-collision. Then,

Pr[Uniquej+1|Tj = T ] > Pr[Nonej+1|Tj = T ] − o

(

1

N1/4

)

(11)

wherePr[Uniquej+1|Tj = T ] andPr[Nonej+1|Tj = T ] denote the conditional probabilities ofUniquej+1

andNonej+1, if Tj = T .

The probability of the first case is just the sum of probabilities

Pr[Uniquej+1 ∧ Tj = T ] = Pr[Tj = T ]Pr[Uniquej+1|Tj = T ]
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over allj andT such that|T | > max(r,
√
N) andT contains more than onek-collision. The probability of

the second case is a similar sum of probabilities

Pr[Nonej+1 ∧ Tj = T ] = Pr[Tj = T ]Pr[Nonej+1|Tj = T ].

Therefore,Pr[Uniquej+1|Tj = T ] > Pr[Nonej+1|Tj = T ] + o( 1
N1/4 ) implies that the probability of

the second case is less than the probability of the first case plus a term of order 1
N1/4 times the number

of repetitions for the while loop. The number of repetitionsis O(k logN), because|Tj+1| ≤ 2k
2k+1(1 +

1
2k2 )|Tj | ≤ (1− 1

5k )|Tj |. Therefore, the probability of the second case is less than the probability of the first

case plus a term of ordero(k logN
N1/4 ) = o(1).

It remains to prove the lemma.
Proof: [of Lemma 4] We fix the permutationsπ1, . . ., πj−1 and letπj be chosen uniformly at random from
the family of permutations given by Theorem 2.

We consider two cases. The first case is whenTj contains manyk-collisions. We show that, in this case,
the lemma is true because the probability ofNonej+1 is small (of ordero( 1

N1/4 )). The second case is ifTj
contains fewk-collisions. In this case, we pick onex such that there are at leastk elementsi, xi = x. We
compare the probabilities that

• Tj+1 contains nok-collisions;

• Tj+1 contains exactly onek-collision, consisting ofi with xi = x.

The first event is the same asNonej+1, the second event impliesUniquej+1. We prove the lemma by
showing that the probability of the second event is at least the probability of the first event minus a small
amount. This is proven by first conditioning onTj+1 containing nok-collisions consisting ofi with xi 6= x
and then comparing the probability that less thank of i : xi = x belong toTj+1 with the probability that
exactlyk of i : xi = x belong toTj+1.
Case 1.Tj contains at leastlogN pairwise disjoint setsSl = {il,1, . . . , il,k} with xil,1 = . . . = xil,k .

Let S = S1 ∪ S2 . . . ∪ SlogN . If eventNonej+1 occurs, at leastlogN of πjπj−1 . . . π1(i), i ∈ S
(at least one from each of setsS1, . . ., SlogN ) must belong to{⌈ 2k

2k+1qj⌉ + 1, . . . , qj}. By the next claim,
this probability is almost the same as the probability that at leastlogN of k logN random elements of[qj ]
belong to{⌈ 2k

2k+1qj⌉ + 1, . . . , qj}.

Claim 7 LetS ⊆ Tj , |S| ≤ 2k logN . LetV ⊆ [qj]
|S|. Letp be the probability that(πjπj−1 . . . π1(i))i∈S

belongs toV and letp′ be the probability that a tuple consisting of|S| uniformly random elements of[qj ]
belongs toV . Then,

|p− p′| ≤ |S|2 + 1

qj
.

Proof: Let S′ = {πj−1 . . . π1(i)|i ∈ S}. Then,p is the probability that(πj(i))i∈S′ belongs toV . Let p′′

be the probability that(v1, . . . , v|S|) belongs toV , for (v1, . . . , v|S|) picked uniformly at random among all
tuples of|S| distinct elements of[qj ]. By Definition 2,|p− p′′| ≤ 1

N .
It remains to bound|p′′ − p′|. If (v1, . . . , v|S|) is picked uniformly at random among tuples of distinct

elements, every tuple of|S| distinct elements has a probability 1
qj(qj−1)...(qj−|S|+1) and the tuples of non-

distinct elements have probability 0. If(v1, . . . , v|S|) is uniformly at random among all tuples, every tuple
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has probability 1

q
|S|
j

. Therefore,

qj(qj − 1) . . . (qj − |S| + 1)

q
|S|
j

p′′ ≤ p′ ≤ qj . . . (qj − |S| + 1)

q
|S|
j

p′′ +



1 − qj . . . (qj − |S| + 1)

q
|S|
j



 ,

which implies

|p′ − p′′| ≤ 1 − qj(qj − 1) . . . (qj − |S| + 1)

q
|S|
j

.

We have

1 − qj(qj − 1) . . . (qj − |S| + 1)

q
|S|
j

≤ 1 −
(

qj − |S|
qj

)|S|
≤ 1 −

(

1 − |S|2
qj

)

=
|S|2
qj

.

The probability that, out ofk logN uniformly randomi1, . . . , ik logN ∈ {1, . . . , qj}, at leastlogN
belong to{⌈ 2k

2k+1qj⌉+1, . . . , qj} can be bounded using Chernoff bounds [33]. LetXl be a random variable

that is 1 ifil ∈ {⌈ 2k
2k+1qj⌉ + 1, . . . , qj}. LetX = X1 + . . .+Xk logN . We need to boundPr[X ≥ logN ].

We haveE[X] = k logN · E[X1] = k
2k+1 logN − o(1) and

Pr[X ≥ logN ] <

(

e(k+1)/(2k+1)

2k+1
k

)logN

= e−0.316.. logN = o

(

1

N1/4

)

,

with the first inequality following from Theorem 4.4 of [33] (Pr[X ≥ (1 + δ)E[X]] < ( eδ

(1+δ)1+δ )E[X] for
X that is a sum of independent identically distributed 0-1 valued random variables). By combining this
bound with Claim 7, the probability ofNonej+1 is

o

(

1

N1/4

)

+
(k logN)2 + 1

qj
= o

(

1

N1/4

)

,

where we usedqj ≥ |Tj | ≥
√
N (otherwise, the algorithm finishes the while loop).

Case 2.Tj contains less thanlogN pairwise disjoint setsSl = {il,1, . . . , il,k} with xil,1 = . . . = xil,k .
Let S be the set of alli such thatxi is a part of ak-collision amongxi, i ∈ Tj .

Claim 8 |S| < 2k logN .

Proof: We first select a maximal collection of pairwise disjointSl. This collection contains less thank logN
elements. It remains to prove that|S − ∪lSl| < k logN .

Since the collection{Sl} is maximal, anyk-collision betweenxi, i ∈ Tj must involve at least one
element from∪lSl. Therefore, for anyx, S \ ∪lSl contains at mostk − 1 valuesi with xi = x. Also, there
are less thanlogN possiblex because anyk-collision must involve an element from one of setsSl and there
are less thanlogN setsSl. This means that|S − ∪lSl| < (k − 1) logN .

Let y1, y2, . . . be an enumeration of all distincty such thatTj contains ak-collision i1, . . . , ik with
xi1 = . . . = xik = y. LetUniqueColll be the event thatTj+1 contains exactly onek-collision i1, . . . , ik
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with xi1 = . . . = xik = yl andNoColll be the event thatTj+1 contains no such collision. The event
Nonej+1 is the same as

∧

lNoColll. The eventUniquej+1 is implied byUniqueColl1 ∧
∧

l>1NoColll.
Therefore, it suffices to show

Pr

[

∧

l

NoColll

]

< Pr



UniqueColl1 ∧
∧

l>1

NoColll



+
2((2k logN)2 + 1)

qj
. (12)

The eventsUniqueColll andNoColll are equivalent to the cardinality of
{

i : xi = yl, i ∈ Tj andπj . . . π1(i) ∈
{

1, . . . ,

⌈

2k

2k + 1
qj

⌉}}

being exactlyk and less thank, respectively.
By Claim 7, the probabilities of both

∧

lNoColll andUniqueColl1 ∧
∧

l>1NoColll change by at most
(2k logN)2+1

N if we replace(πj . . . π1(i))i∈S by a tuple of|S| random elements of[qj ]. Then, the events
NoColll andUniqueColll are independent of eventsNoColll′ andUniqueColll′ for l′ 6= l. Therefore,

Pr

[

∧

l

NoColll

]

= Pr[NoColl1]
∏

l>1

Pr[NoColll],

P r



UniqueColl1 ∧
∧

l>1

NoColll



 = Pr[UniqueColl1]
∏

l>1

Pr[NoColll].

This means that, to show (12) for the actual probability distribution (πj . . . π1(i))i∈S , it suffices to prove
Pr[UniqueColl1] ≥ Pr[NoColl1] for tuples consisting of|S| random elements.

Let I be the set of alli ∈ Tj such thatxi = y1. Letm = |I|. Notice thatm ≥ k (by definition ofx andI).
Let Pl be the event that exactlyl of πj . . . π1(i), i ∈ I belong toTj+1. Then,Pr[UniqueColl1] = Pr[Pk]
andPr[NoColl1] =

∑k−1
l=0 Pr[Pl]. Whenπj . . . π1(i), i ∈ I are replaced by random elements of[qj], we

have

Pr[Pl] =

(

m

l

)

(

1 − 1

2k + 1

)l ( 1

2k + 1

)m−l
,

P r[Pl]

Pr[Pl+1]
=

(m
l

)

( m
l+1

) · 1

2k + 1
· 1

1 − 1
2k+1

=
l + 1

m− l
· 1

2k
.

For l ≤ k − 1, we have l+1
m−l

1
2k ≤ k 1

2k = 1
2 . This impliesPr[Pl] ≤ 1

2k−lPr[Pk] and

k−1
∑

l=0

Pr[Pl] ≤
(

k−1
∑

l=0

1

2k−l

)

Pr[Pk] ≤ Pr[Pk]

which is equivalent toPr[NoColl1] ≤ Pr[UniqueColl1].
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6 Running time and other issues

6.1 Comparison model

Our algorithm can be adapted to the model of comparison queries similarly to the algorithm of [14]. Instead
of having the register⊗j∈S|xj〉, we have a register|j1, j2, . . . , jr〉 where|jl〉 is the index of thelth smallest
element in the setS. Given such register andy ∈ [N ], we can addy to |j1, . . . , jr〉 by binary search which
takesO(logNk/(k+1)) = O(logN) queries. We can also remove a givenx ∈ [N ] in O(logN) queries by
reversing this process. This gives an algorithm withO(Nk/(k+1) logN) queries.

6.2 Running time

So far, we have shown that our algorithm solves elementk-distinctness withO(Nk/(k+1)) queries. In this
section, we consider the actual running time of our algorithm (when non-query transformations are taken
into account).

Overview. All that we do between queries is Grover’s diffusion operator which can be implemented in
O(logN) quantum time and some data structure operations on setS (for example, insertions and deletions).

We now show how to storeS in a classical data structure which supports the necessary operations
in O(log4(N + M)) time. In a sufficiently powerful quantum model, it is possible to transform these
O(log4(N + M)) time classical operations intoO(logc(N + M)) step quantum computation. Then, our
quantum algorithm runs inO(Nk/(k+1) logc(N +M)) steps. We will first show this for the standard query
model and then describe how the implementation should be modified for it to work in the comparison model.

Required operations.To implement algorithm 2, we need the following operations:

1. Addingy to S and storingxy (step 2 of algorithm 1);

2. Removingy from S and erasingxy (step 5 of algorithm 1);

3. Checking ifS containsi1, . . . , ik, xi1 = . . . = xik (to perform the conditional phase flip in step 3a of
algorithm 2);

4. Diffusion transforms on|x〉 register in steps 1 and 4 of algorithm 1.

Additional requirements. Making a data structure part of quantum algorithm creates two subtle issues.
First, there is the uniqueness problem. In many classical data structures, the same setS can be stored in
many equivalent ways, depending on the order in which elements were added and removed. In the quantum
case, this would mean that the basis state|S〉 is replaced by many states|S1〉, |S2〉, . . . which in addition to
S store some information about the previous sets. This can have a very bad result. In the original quantum
algorithm, we might haveα|S〉 interfering with−α|S〉, resulting in 0 amplitude for|S〉. If α|S〉 − α|S〉
becomesα|S1〉 − α|S2〉, there is no interference between|S1〉 and|S2〉 and the result of the algorithm will
be different.

To avoid this problem, we need a data structure where the samesetS ⊆ [N ] is always stored in the same
way, independent of howS was created.

Second, if we use a classical subroutine, it must terminate in a fixed timet. Only then, we can replace
it by anO(poly(t)) time quantum algorithm. The subroutines that take timet on average (but might take
longer time sometimes) are not acceptable.
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Figure 1: A skip list with 3 levels

Model. To implement our algorithm, we use standard quantum circuitmodel, augmented with gates for
random access to a quantum memory. A random access gate takesthree inputs:|i〉, |b〉 and|z〉, with b being
a single qubit,z being anm-qubit register andi ∈ [m]. It then implements the mapping

|i, b, z〉 → |i, zi, z1 . . . zi−1bzi+1 . . . zm〉.

Random access gates are not commonly used in quantum algorithms but are necessary in our case because,
otherwise, simple data structure operations (for example,removingy from S) which requireO(logN) time
classically would requireΩ(r) time quantumly.

In addition to random access gates, we allow the standard oneand two qubit gates [9].

Data structure:overview. Our data structure is a combination of a hash table and a skip list. We use the
hash table to store pairs(i, xi) in the memory and to access them when we need to findxi for a giveni. We
use the skip list to keep the items sorted in the order of increasingxi so that, when a new elementi is added
to S, we can quickly check ifxi is equal to any ofxj , j ∈ S.

We also maintain a variablev counting the number of differentx ∈ [M ] such that the setS contains
i1, . . . , ik with xi1 = . . . = xik = x.

Data structure:hash table. Our hash table consists ofr buckets, each of which contains memory for
⌈logN⌉ entries. Each entry usesO(log2N+logM) qubits. The total memory is, thus,O(r log3(N +M)),
slightly more than in the case when we were only concerned about the number of queries.

We hash{1, . . . , N} to ther buckets using a fixed hash functionh(i) = ⌊i · r/N⌋ + 1. Thejth bucket
stores pairs(i, xi) for i ∈ S such thath(i) = j, in the order of increasingi.

In the case if there are more than⌈logN⌉ entries withh(i) = j, the bucket only stores⌈logN⌉ of them.
This means that our data structure misfunctions. We will show that the probability of that happening is
small.

Besides the⌈logN⌉ entries, each bucket also contains memory for storing⌊log r⌋ countersd1, . . . , d⌊log r⌋.
The counterd1 in the jth bucket counts the number ofi ∈ S such thath(i) = j. The counterdl, l > 1 is
only used ifj is divisible by2l. Then, it counts the number ofi ∈ S such thatj − 2l + 1 ≤ h(i) ≤ j.

The entry for(i, xi) contains(i, xi), together with a memory for⌈logN⌉ + 1 pointers to other entries
that are used to set up a skip list (described below).

Data structure:skip list. In a skip list [35], eachi ∈ S has a randomly assigned levelli between 0 and
lmax = ⌈logN⌉. The skip list consists oflmax + 1 lists, from the level-0 list to the level-lmax list. The
level-l list contains alli ∈ S with li ≥ l. Each element of the level-l level list has a level-l pointer pointing
to the next element of the level-l list (or 0 if there is no next element). The skip list also usesone additional
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“start” entry. This entry does not store any(i, xi) but haslmax +1 pointers, with the level-l pointer pointing
to the first element of the level-l list. An example is shown in figure 1.

In our case, each list is in the order of increasingxi. (If severali have the samexi, they are ordered by
i.) Instead of storing an adress for a memory location, pointers store the value of the next elementi ∈ S.
Giveni, we can find the entry for(i, xi) by computingh(i) and searching theh(i)th bucket.

Givenx, we can search the skip list as follows:

1. Traverse the level-lmax list until we find the last elementilmax with xilmax
< x.

2. For eachl = lmax − 1, lmax − 2, . . . , 0, traverse the level-l list, starting atil+1, until the last element
il with xil < x.

The result of the last stage isi0, the last element of the level-0 list (which contains alli ∈ S) with xi0 < x. If
we are giveni andxi, a similar search can find the last elementi0 which satisfies eitherxi0 < xi or xi0 = xi
andi0 < i. This is the element which would precedei, if i was inserted into the skip list.

It remains to specify the levelsli. The levelli is assigned to eachi ∈ [N ] before the beginning of
the computation and does not change during the computation.li is equal toj with probability 1/2j+1 for
j < lmax and probability1/2lmax for j = lmax.

The straightforward implementation (in which we chose the level independently for eachi) has the
drawback that we have to store the level for each ofN possiblei ∈ [N ] which requiresΩ(N) time to choose
the levels andΩ(N) space to store them. To avoid this problem, we define the levels usinglmax functions
h1, h2, . . . , hlmax : [N ] → {0, 1}. i ∈ [N ] belongs to levell (for l < lmax) if h1(i) = . . . = hl(i) = 1
but hl+1(i) = 0. i ∈ [N ] belongs to levellmax if h1(i) = . . . = hlmax(i) = 1. Each hash function
is picked uniformly at random from ad-wise independent family of hash functions (Theorem 1), ford =
⌈4 log2N + 1⌉.

In the quantum case, we augment the quantum state by an extra register holding|h1, . . . , hlmax〉. The
register is initialized to a superposition in which every basis state|h1, . . . , hlmax〉 has an equal amplitude.
The register is then used to perform transformations dependent onh1, . . . , hlmax on other registers.

Operations: insertion and deletion.To addi to S, we first query the valuexi. Then, we computeh(i)
and add(i, xi) to theh(i)th bucket. If the bucket already contains some entries, we may move some of them
so that, after inserting(i, xi), the entries are still in the order of increasingi. We then add 1 to the counter
d1 for theh(i)th bucket and the counterdl for the (⌈h(i)

2l ⌉2l)th bucket, for eachl ∈ {2, . . . , ⌊log r⌋}. We
then update the skip list:

1. Run the search for the last element beforei (as described earlier). The search finds the last elementil
beforei on each levell ∈ {0, . . . , lmax}.

2. For each levell ∈ {0, . . . , li}, let jl be the level-l pointer ofil. Set the level-l pointer ofi to be equal
to jl and the level-l pointer ofil to be equal toi.

After the update is complete, we use the skip list to find the smallestj such thatxj = xi and then use
level-0 pointers to count if the number ofj : xj = xi is less thank, exactlyk or more thank. If there are
exactlyk suchj, we increasev by 1. (In this case, before addingi to S, there werek − 1 suchj and, after
addingi, there arek suchj. Thus, the number ofx such thatS containsi1, . . . , ik with xi1 = . . . = xik = x
has increased by 1.)

26



An elementi can be deleted fromS by running this procedure in reverse.
Operations: checking fork-collisions. To check fork-collisions in setS, we just check ifv > 0.

Operations: diffusion transform. As shown by Grover[26], the following transformation on|1〉, . . .,
|n〉 can be implemented withO(log n) elementary gates:

|i〉 →
(

−1 +
2

n

)

|i〉 +
∑

i′∈[n],i′ 6=i

2

n
|i′〉. (13)

To implement our transformation in the step 4 of Algorithm 1,we need to implement a 1-1 mappingf
between betweenS and{1, . . . , |S|}. Once we have such mapping, we can carry out the transformation
|y〉 → |f(y)〉 by |y〉|0〉 → |y〉|f(y)〉 → |0〉|f(y)〉 where the first step is a calculation off(y) from y and
the second step is the reverse of a calculation ofy from f(y). Then, we perform the transformation (13) on
|1〉, . . ., ||S|〉 and then apply the transformation|f(y)〉 → |y〉, mapping{1, . . . , |S|} back toS.

The mappingf can be defined as follows.f(y) = f1(y) + f2(y) wheref1(y) is the number of items
i ∈ S that are mapped to bucketsj, j < h(y) andf2(y) is the number of itemsy′ ≤ y that are mapped
to bucketh(y). It is easy to see thatf is 1-1 mapping fromS to {1, . . . , |S|}. f2(y) can be computed by
counting the number of items in bucketh(y) in timeO(logN). f1(y) can be computed as follows:

1. Let i = 0, l = ⌊log r⌋, s = 0.

2. While l ≥ 0 repeat:

(a) If i+ 2l < y, adddl from the(i+ 2l)th bucket tos; let i = i+ 2l;

(b) Let l = l − 1;

3. Returns asf1(y);

The transformation in step 1 of algorithm 1 is implemented, using a similar 1-1 mappingf between
between[N ] \ S and{1, . . . , N − |S|}.

Uniqueness.It is easy to see that a setS is always stored in the same way. The valuesi ∈ S are always
hashed to buckets byh in the same way and, in each bucket, the entries are located inthe order of increasing
i. The counters counting the number of entries in the buckets are uniquely determined byS. The structure
of the skip list is also uniquely determined, once the functionsh1, . . . , hlmax are fixed.

Guaranteed running time. We show that, for anyS, the probability that lookup, insertion or deletion
of some element takes more thanO(log4(N + M)) steps is very small. We then modify the algorithms
for lookup, insertion or deletion so that they abort afterc log4(N + M) steps and show that this has no
significant effect on the entire quantum search algorithm. More precisely, let

|ψt〉 =
∑

S,y,h1,...,hlmax

αtS,y|ψS,h1,...,hlmax
〉|y〉|h1, . . . , hlmax〉

be the state of the quantum algorithm aftert steps (each step being the quantum translation of one data
structure operation), using quantum translations of the perfect data structure operations (which do not fail
but may take more thanc log4N steps). Here,|ψS,h1,...,hlmax

〉 stands for the basis state corresponding to our
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data structure storingS andxi, i ∈ S, using the hash functionsh1, . . . , hlmax . (Notice that the amplitude
αiS,y is independent ofh1, . . . , hlmax , sinceh1, . . . , hlmax all are equally likely.)

We decompose|ψt〉 = |ψgoodt 〉 + |ψbadt 〉, with |ψgoodt 〉 consisting of(S, h1, . . . , hlmax) for which the
next operation successfully completes inc log4(N +M) steps and|ψbadt 〉 consisting of(S, h1, . . . , hlmax)
for which the next operation fails to complete inc log4(N +M) steps. Let|ψ′

t〉 be the state of the quantum
algorithm aftert steps using the imperfect data structure algorithms which may abort. The next lemma is an
adaptation of “hybrid argument” by Bennett et al. [11] to ourcontext.

Lemma 5

‖ψt − ψ′
t‖ ≤

t
∑

t′=1

2‖ψbadt′ ‖.

Proof: By induction. It suffices to show that

‖ψt − ψ′
t‖ ≤ ‖ψt−1 − ψ′

t−1‖ + 2‖ψbadt ‖.

To show that, we introduce an intermediate state|ψ′′
t 〉 which is obtained by applying the perfect trans-

formations in the firstt− 1 steps and the transformation which may fail in the last step.Then,

‖ψt − ψ′
t‖ ≤ ‖ψt − ψ′′

t ‖ + ‖ψ′′
t − ψ′

t‖.

The second term,‖ψ′′
t − ψ′

t‖ is the same as‖ψt−1 − ψ′
t−1‖ because the states|ψ′′

t 〉 and|ψ′
t〉 are obtained

by applying the same unitary transformation (quantum translation of a data structure transformation which
may fail) to states|ψt−1〉 and|ψ′

t−1〉, respectively. To bound the first term,‖ψt − ψ′′
t ‖, letUp andUi be the

unitary transformations corresponding to perfect and imperfect version of thetth data structure operation.
Then,|ψt〉 = Up|ψt−1〉 and|ψ′

t〉 = Ui|ψt−1〉. SinceUp andUi only differ for (S, h1, . . . , hlmax) for which
the data structure operation does not finish inc log4N steps, we have

‖ψt − ψ′
t‖ = ‖Up|ψt−1〉 − Ui|ψt−1〉‖ = ‖Up|ψbadt−1〉 − Ui|ψbadt−1〉‖ ≤ 2‖ψbadt−1‖.

Lemma 6 For everyt, ‖ψbadt ‖ = O( 1
N1.5 ).

Proof: We assume that there is exactly onek-collision xi1 = . . . = xik . (If there is nok-collisions, the
checking step at the end of algorithm 2 ensures that the answer is correct. The case with more than one
k-collision reduces to the case with exactly onek-collision because of the analysis in section 5.)

By Lemma 1, every basis state|S, x〉 of the same type has equal amplitude. Also, allh1, . . . , hlmax

have equal probabilities. Therefore, it suffices to show that, for any fixeds = |S ∩ {i1, . . . , ik}| and
t = |{x} ∩ {i1, . . . , ik}|, the fraction of|S, x, h1, . . . , hlmax〉 for which the operation fails is at most1N3 .

There are two parts of the update operation which can fail:

1. Hash table can overflow if more than⌈logN⌉ elementsi ∈ S have the sameh(i) = h;

2. Update or lookup in the skip list can take more thanc log4N steps.

28



For the first part, lets = |S ∩ {i1, . . . , ik}|. If more than⌈logN⌉ elementsi ∈ S haveh(i) = j,
then at least⌈logN⌉ − s of them must belong to[N ] \ {i1, . . . , ik}. We now show that, for a random set
S ⊆ [N ] \ {i1, . . . , ik}, |S| = r − s the probability that more than⌈logN⌉ − s of i ∈ S satisfyh(i) = j is
small.

We introduce random variablesX1, . . . ,Xr−s with Xl = 1 if h maps thelth element ofS to j. We
need to boundX = X1 + . . . + Xr−s. We haveN/r−sN−k ≤ E[Xl] ≤ N/r

N−k , which means thatE[Xl] =
1
r + O( 1

N ). (Here, we are assuming thatk is a constant.s is also a constant becauses ≤ k.) Therefore,
E[X] = (r − s)E[Xl] = 1 + o(1).

The random variablesXl are negatively correlated: if one or more ofXl is equal to 1, then the probability
that other variablesXl′ are equal to 1 decreases. Therefore [34], we can apply Chernoff bounds to bound
Pr[X > logN − s]. By using the boundPr[X ≥ (1 + δ)E[X]] < ( eδ

(1+δ)1+δ )E[X] [33, 34], we get

Pr[X > logN − s] <
elogN−s−1

(logN − s)logN−s = o

(

1

N4

)

.

For the second part, we consider the time required for insertion of a new element. (Removing an element
requires the same time, because it is done by running the insertion algorithm in reverse.) Adding(i, xi) to
the(h(i))th bucket requires comparingi to entries already in the bucket and, possibly, moving some of the
entries so that they remain sorted in the order of increasingi. Since a bucket containsO(logN) entries and
each entry useslog2(N+M) bits, this can be done inO(log3(N+M)) time. Updating countersdl requires
O(logN) time, for each ofO(log r) = O(logN) counters.

To update the skip list, we first need to computeh1(i), . . ., hlmax(i). This is the most time-consuming
step, requiringO(d log2N) = O(log3N) steps for each oflmax = ⌈logN⌉ functionshl. The total time
for this step isO(log4N). We then need to update the pointers in the skip list. We show that, for any fixed
S, y (and randomh1, . . . , hlmax ), the probability that updating the pointers in the skip list takes more than
c log4N steps, is small.

Each time when we access a pointer in the skip list, it may takeO(log2N) steps, because a pointer
stores the numberi of the next entry and, to find the entry(i, xi) itself, we have to computeh(i) and search
theh(i)th bucket which may containlogN entries, each of which useslogN bits to storei. Therefore, it
suffices to show that the probability of a skip list operationaccessing more thanc log2N pointers is small.

We do that by proving that at mostd = 4 logN + 1 pointer accesses are needed on each oflogN + 1
levelsl. We first consider level 0. Letj1, j2, . . . be the elements ofS ordered so thatxj1 ≤ xj2 ≤ xj3 . . .
(and, if xjl = xjl+1

for somej, thenjl < jl+1). If the algorithm requires more thand pointer accesses
on level 0, it must be the case that, for somei′, ji′ , . . ., ji′+d−1 are all at level 0. That is equivalent to
h1(ji′) = h1(ji′+1) = . . . = h1(ji′+d−1) = 0. Sinceh1 is d-wise independent, the probability that
h1(ji′) = . . . = h1(ji′+d−1) = 0 is 2−d < N−4.

For level l (0 < l < lmax), we first fix the hash functionsh1, . . . , hl. Let j1, j2, . . . be the elements
of S for which h1, . . ., hl are all 1, ordered so thatxj1 ≤ xj2 ≤ xj3 . . .. By the same argument, the
probability that the algorithm needsd or more pointer accesses on levell is the same as the probability that
hl+1(ji′) = . . . = hl+1(ji′+d−1) = 0 for somei′ and this probability is at most2−d < N−4. For level
lmax, we fix hash functionsh1, . . . , hlmax−1 and notice thati is on levellmax wheneverhlmax(i) = 1. The
rest of the argument is as before, withhlmax(ji′) = hlmax(ji′+1) = . . . = hlmax(ji′+d−1) = 1 instead of
h1(ji′) = h1(ji′+1) = . . . = h1(ji′+d−1) = 0.
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Since there arelogN+1 levels andr elements ofS, the probability that the algorithm spends more than
k − 1 steps on one level for some element ofS is at mostO( |S| logNN4 ) = O( 1

N3 ).
Therefore,‖ψbadt ‖2 = O( 1

N3 ) and‖ψbadt ‖ = O( 1
N1.5 ), proving the lemma.

By Lemmas 5 and 6, the distance between the final states of the ideal algorithm (where the data structures
never fail) and the actual algorithm is of orderO( r

N3/2 ) = O( 1
N1/2 ). This also means that the probability

distributions obtained by measuring the two states differ by at mostO( 1
N1/2 ), in variational distance [13].

Therefore, the imperfectness of the data structure operations does not have a significant effect.
Implementation in comparison model. The implementation in comparison model is similar, except

that the hash table only storesi instead of(i, xi).

7 Open problems

1. Time-space tradeoffs.Our optimalO(N2/3)-query algorithm requires space to storeO(N2/3) items.

How many queries do we need if algorithm’s memory is restricted tor items? Our algorithm needs
O( N√

r
) queries and this is the best known. Curiously, the lower bound for deterministic algorithms in

comparison query model isΩ(N
2

r ) queries [38] which is quadratically more. This suggests that our
algorithm might be optimal in this setting as well. However,the only lower bound is theΩ(N2/3)
lower bound for algorithms with unrestricted memory [1].

2. Optimality of k-distinctness algorithm. While element distinctness is known to requireΩ(N2/3)
queries, it is open whether ourO(Nk/(k+1)) query algorithm fork-distinctness is optimal.

The best lower bound fork-distinctness isΩ(N2/3), by a following argument. We take an instance of
element distinctnessx1, . . . , xN and transform it intok-distinctness by repeating every elementk− 1
times. Ifx1, . . . , xN are all distinct, there is nok equal elements. If there arei, j such thatxi = xj
among originalN elements, then repeating each of themk − 1 times creates2k − 2 equal elements.
Therefore, solvingk-distinctness on(k − 1)N elements requires at least the same number of queries
as solving distinctness onN elements (which requiresΩ(N2/3) queries).

3. Quantum walks on other graphs. A quantum walk search algorithm based on similar ideas can
be used for Grover search on grids [8, 22]. What other graphs can quantum-walks based algorithms
search? Is there a graph-theoretic property that determines if quantum walk algorithms work well on
this graph?

[8] and [37] have shown that, for a class of graphs, the performance of quantum walk depends on
certain expressions consisting of graph’s eigenvalues. Inparticular, if a graph has a large eigenvalue
gap, quantum walk search performs well [37]. A large eigenvalue gap is, however, not necessary, as
shown by quantum search algorithms for grids [8, 37].
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distinctness (remark 2 in section 7), to Robert Beals, Greg Kuperberg and Samuel Kutin for pointing out
the “uniqueness” problem in section 6 and to Boaz Barak, Andrew Childs, Daniel Gottesman, Julia Kempe,
Samuel Kutin, Frederic Magniez, Oded Regev, Mario Szegedy,Tathagat Tulsi and anonymous referees for
comments and discussions.
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