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Chaotic Neural Networks

Natsuhiro Ichinose
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Abstract: Chaotic neural network is a model of neural networks with chaotic neurons,
which are modeled with relative refractory and graded response. While the McCulloch -
Pitts model and the Nagumo-Sato model have no chaotic response because these models
obey “All-or-None Law”, the chaotic neuron model has chaotic response in which it is
supposed that a neuron responds to strength of a stimulus continuously in the generating
process of an action potential. Since the chaotic neuron model includes some other neuron
models as a special case, it is easy to introduce chaotic dynamics into the neural network
model applicable to the associative memory or the optimization problem.
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Parameter a

0 1 Bifurcation diagram for the bias parameter a. (k = 0.7, « = 1, e = 0.02)
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0 2 Attractor in the internal state by mutually connected two neurons(k = 0.8, @ = 1, € = 0.03,

W11 = W22 = 0, W12 = 0.5, W21 = 0.31, al = ag = 048)

gooo

1| K. Aihara, T. Takabe an . Toyoda (1990): aotic Neural Networks, ysics Letters A, Vol.
K. Aih T. Takab d M. Toyod Chaotic N I N ks, Physics L A, Vol
144, 6, 7, pp. 333-340

2 000000 (1990): 000 —0O0O0DOOO0OOOOODOOOODOOO

[3] W. S. McCulloch and W. H. Pitts (1943): A Logical Calculus of the ideas immanent in neural
nets, Bull. Math. Biophys., Vol. 5, pp. 115-133

[4] J. Nagumo and S. Sato(1972): On a Response Characteristic of a Mathematical Neuron Model,
Kybernetik, Vol. 10, pp. 155-164



U0 —odoodgoogooogd

000000 (24000 (5-8) 0000000 LOO0DDO0ODOOUDOnD G, 4, GOODOODDOOOO

oooooo
t

v(t+1) =Y kI(t—s)+b
s=0

000000000 &, w, GO000000000

'v(t—i-l):gi(t-{-l), I(t)zf:‘/ijAj(t), k:ke, b=0

N
o(t+1) =mni(t+1),  I(t)=Y Wih(z,(t)), k= ky, b=0

W41 =GlE+1), It = —ag(@i(t),  k=k, b=—0

000000000 »(t)00

gogobobobooooon

v(t+1) = Kﬂ+ijwﬂr—@+b

= I(t)—{—tz_:k‘ﬁlf(t—q—l)—l—b (g=s5-1)
q=0

= I(t) +k(v(t) —b) +b
= ko(t) + I(t) +b(1 — k)

00000 (27)00 (20-22)00000000000000000 (5-8)0000

(19)

(21)

(22)

(23)



