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Abstract

Learning agents, whether natural or artificial, must update their internal parameters
in order to improve their behavior over time. In reinforcement learning, this plas-
ticity is influenced by an environmental signal, termed a reward, which directs the
changes in appropriate directions. We apply a recently introduced policy learning
algorithm from Machine Learning to networks of spiking neurons, and derive a spike
time dependent plasticity rule which ensures convergence to a local optimum of the
expected average reward. The approach is applicable to a broad class of neuronal
models, including the Hodgkin-Huxley model. We demonstrate the effectiveness of
the derived rule in several toy problems. Finally, through statistical analysis we
show that the synaptic plasticity rule established is closely related to the widely

used BCM rule, for which good biological evidence exists.

1 Policy Learning and Neuronal Dynamics

Reinforcement Learning (RL) is a general term used for a class of learning problems in
which an agent attempts to improve its performance over time at a given task (e.g.,
Bertsekas and Tsitsiklis, 1996; Sutton and Barto, 1998). Formally, it is the problem of
mapping situations to actions in order to maximize a given reward signal. The interaction
between the agent and the environment is modelled mathematically as a Partially Ob-
servable Markov Decision Process (POMDP, see Appendix C.3.2). At each (discrete) time
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step ¢, the agent and the environment are in a particular state x(¢). The state determines
a, possibly noisy, observation vector y(¢) that is seen by the agent. Upon observing y(t)
the agent performs an action a(t), and receives a reward r(t), based on the quality of its
action. The mapping from states to actions is referred to as a policy. The objective of
RL is to learn an optimal policy through exploring and interacting with the environment.
An optimal policy is a policy that maximizes the long term average reward. Appendix
C.3 provides definitions of MDPs and POMDPs. We refer the reader to (Bertsekas and
Tsitsiklis, 1996; Baxter and Bartlett, 2001) for the precise mathematical definition of

policy learning in general.

We begin with the simple Leaky Integrate and Fire (LIF) neuronal model (e.g., Gerstner
and Kistler, 2002; Koch, 1999). A more general model neuron will be introduced in
Section 3. Consider a population of N LIF neurons, each of which is characterized by a
potential v;(t),i = 1,2,..., N. Each neuron receives inputs from both external sources
and from other neurons in the network. We assume that each LIF neuron is characterized
by a reset value v,, a leakage voltage vy, and threshold vy. The dynamics of neurons

between spikes is given by

dt

Tm

= —(vi(t) —vr) + RL(t) + RI*(t)  (i=1,2,...,N). (1)

Upon reaching a threshold vy a spike is emitted and the neuron is reset to v, (we neglect

the refractory period in the present analysis).

The current I**(t) denotes the external current entering neuron i, and the synaptic

L(t)=> w; Y o (t—tg.f)>, (2)
j 7

where w;; denotes the synaptic efficacy. The first summation in (2) is over all neurons

current [;(t) is given by

which connect to neuron ¢, while the sum over f runs over the firing times of the presy-
naptic neurons, where {t;f )} denote the firing times of neuron j. Although the derivation
below applies to general a functions, we specify two special and analytically tractable

cases in Section 2.1.

An advantage of the simple linear dynamics (1) and (2) is that the potential value between

spikes can be precisely computed, yielding

uit) = v, exp{—t b/ } 4 % /1t eXp{—t - S} (Ii(s) + I (1)) ds , (3)

Tm Tm

i

where ¢ = 7,,,/R and tAZ(O) is the last spiking time of neuron ¢ preceding t.



The mapping of our problem to a POMDP is defined as follows (see also Bartlett and
Baxter, 1999):

State The membrane potential value. We use discrete values within a fixed resolution
(the voltage range was [—60,0] mV, divided into 120 discrete bins of equal size),

along with a binary variable denoting a spiking event in the neuron.’

Observation A noisy measurement of the state. In this work the observation is taken

to be the state itself, although the formalism is more general.

Actions Given the membrane potential, each neuron may fire or remain quiescent. The

action, to fire or not to fire, depends on the state stochastically.

Reward The reward is provided as a real valued number, based on the underlying task.
The reward process is assumed to be global, namely available to all the neurons in

the network.

The dynamics described by (1) and (2), including the spiking process, is purely de-
terministic. In order to allow for stochasticity in action selection, required within the
POMDP framework (Baxter and Bartlett, 2001), we assume that the spiking process is
random. For each neuron we define a spiking point process ¢;(t) € {0,1} through

P [G(t) = Lui(t)] = [1 4 exp (= (wi(t) — 1))
£ o (wilt) — @1) (4)

where (;(t) = 1 denotes a spike at time ¢, (;(¢) = 0 denotes the absence of a spike, and
A determines the steepness of the sigmoidal function. In the sequel we use the same

threshold ¢ for all neurons, but for generality we allow different ;.

When applying the direct RL approach presented in Section 2 to networks of spiking
neurons, the set of synaptic weights parameterize the stochastic policy. In previous work,
as well as in ours, the neurons are modelled as MDPs or POMDPs (see Appendix C.3)
with the possible actions of generating or not generating a spike. The approach presented

in (Bartlett and Baxter, 1999) is similar to ours, but neurons are modelled as simple

!This state space suffices for deriving the algorithm. In simulations presented later in this paper,
the state space is larger and contains the following additional ingredients: exact spiking times of each
presynaptic neuron (required for exact computation of the weight update) and a variable denoting the
number of spike events that occurred in the particular neuron (required for the computation of the reward
signal). We emphasize that this extension of the state space does not affect the derivation of the algorithm
as appears in Section 2, and is only required for implementation of the simulations as described in Section
4



McCulloch-Pitts binary elements. In (Xie and Seung, 2004; Seung, 2003) a more realistic
neural model is used, but learning is based on spiking rates rather than on the mem-
brane potential itself, and the derivation of the algorithm requires additional statistical
assumptions about the spiking events. In addition, we are able to relate the plasticity
rule derived to the well-known BCM rule.

The remainder of the paper is organized as follows. Section 2 is devoted to the deriva-
tion of the basic synaptic plasticity rule in the context of LIF neurons. The framework
is then extended to general neural models in Section 3. Some results demonstrating the
applicability of the approach to several toy problems is presented in Section 4. A detailed
statistical analysis of the derived rule is presented in Section 5, showing the close rela-
tionship to the BCM rule. We conclude with a Discussion and a presentation of several

open problems.

2 Derivation of the Weight Update

In order to limit the state space and efficiently implement the algorithm, a discretization
procedure is required. Discretizing the differential equation (1) we have

o(t+ A) = v(t) + ——A (v, — v(t) + RI(1)), (5)

Tm
where I(t) = I;(t) + I**(t). The notation ¢t + A, t — A refer to the next and previous
time steps, respectively. This procedure is analogous to solving the original differential
equation using Euler’s method. A similar approach is taken with respect to (;(), i.e.
spiking can occur with a certain probability in each discrete time step bin. Note that, as

in (1), the voltage is reset after every spiking event.

We use the update rule for the parameters as suggested in the GPOMDP algorithm (Baxter
and Bartlett, 2001). In general, let 8 denote the vector of parameters describing a system,
and let p,(y(t),0) denote a probabilistic policy based on the observation y(t) and the

parameter value 6. More precisely,

ta(y(t),0) = Pr{choosing action aly(t), 8} .

The GPOMDP parameter update rule (Baxter and Bartlett, 2001) is given by
O(t) = 0(t — A) + yr(t)a(t), (6)

where r(t) is the reward signal, and the eligibility trace, z(t), is given by

Vitaw (y(t), 0)
ta(e) (y(2), 6)

z(t + A) = fz(t) +



Here v > 0 is a small step size parameter and 5 € [0,1) is a bias-variance tradeoff
parameter. The convergence of the (temporal) average reward to its expected value,
based on the parameter update rules (6) and (7), is established in (Baxter and Bartlett,

2001) under the appropriate technical conditions.

N

i1, and

In the present context the parameters denote the synaptic weights W = {w;; }
the actions are denoted by the firing pattern {¢;(¢)}. From (4)

naw ((t), W) = o ((2G(1) = D(wi(t) = ¢4)),
where we have used o(z) =1 — o(—x).

We compute the gradient required in (7). Assume initially that (;(f) = 1. Setting
x;i(t) = Mvi(t) — ¢;), we have

O (y(t), W)

(9wz-j 8wij
= A1 = ofai (1) G
= o) (1 - (i (1) / exp{—t_s}Za(s—tY’) ds .
i " /

where we have used ¢'(z) = o(x)(1 — o(x)) and the explicit solution (3) in the derivation.

A similar result can be established for the case (;(t) = 0, leading to the relation

aMCi(t)(y(t)7W)/awij_ (1) —olx; é tex —t_s als— (f) S
pew (y(t), W) = (60 (Z(t)))C/ p{ T }zf: ( b >d‘

i

Summarizing the derivation, we obtain the following update rule for the synaptic weights,

wi(t) = wij(t — A) +yr(t)2i5(t) ,
2t 4 B) = B2y(0) + (Gl0) — oulai(1) > /exp{—t; S} Sa(s-t)ds. (®)
£0) " f

i

Note that the weight update depends on the correlation between the reward and the
eligibility trace z;;. The eligibility trace of a weight is updated based on the spiking activity
of the presynaptic and postsynaptic neurons only. The presynaptic spikes contribute only

if they occurred after the last postsynaptic spike (the reset effect), and the sign of the
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change depends on the event of postsynaptic firing, through the term ({;(t) — oy(x;(t)))
in (8). For example, the largest positive contribution to the eligibility trace occurs in the
event that both the presynaptic and the postsynaptic cells fire vigorously while a positive

reward is delivered.

2.1 Two Explicit Choices for «
In order to better understand the meaning of the update rule established, we consider
two special choices for the function a.

Pulse function Setting «(t) = ¢d(t), the integral in (8) can be computed exactly leading
to the update

, e

7 m

where Z'f denotes a summation over all presynaptic firing times t§-f ) such that fgo) <
) <4
;<

Exponentially decaying window A common choice for « is

a(t) = Lesm1{t >0} .

Ts

An explicit (but tedious) calculation (see Appendix C.1 for details), leads to the update

5(t+2) = 8250 + (60 — ) F ({7} .07)

F ({80} .80 = - W_mT SV (- ){p{(m—) <min(t—t§.f),t—f§0))>}—1}.

) f
3 Extensions to General Neuronal Models

The synaptic plasticity rules derived in Section 2 are based on a simple integrate and
fire model, which neglects both nonlinearities and adaptation mechanisms known to take
place within a neuron. We consider now a network of generalized neural elements. Let
v;(t) denote the membrane potential of neuron 4, and set w;(¢) = (u;1(t), ..., ui’p(t))T to

be a vector of additional neural variables, describing, for example, adaptation mechanisms



neglected in the simple LIF model. The network model is given by

% = F(vi(t), w;(t)) + G (vi(t), ws(t)) Ii(1),
d;;’k = Hi(vi(t),w(t)) (i=1,2...,N, k=1,2,...,P),

with appropriate reset definitions, if needed (e.g., reset v;(¢) after spiking in integrate and
fire type models). For example, such a model may describe many biophysically motivated
models, such as the Hodgkin-Huxley model and simpler two-dimensional approximations.
In general, one cannot solve the differential equation and find an explicit solution for v;(t)
as was done in (3), and one has to resort to a different approach in order to determine

the synaptic update rules.

Proceeding similarly to the derivation in Section 2, we find that
wij(t) = wii(t — A) +yr(t)zi; ()

it ) = Baigt) + MG(0) — (1)) 2D

8wij

In order to compute 0v;(t)/0w;; we use an idea similar to the Real Time Recurrent
Learning algorithm described in (Haykin, 1999). Discretizing time, as in Section 2 (and

neglecting " for simplicity), the neural dynamics is given by

wlt+8) = uft) + A [F(olt), wi®) + G o0, w(0) 3wy Y aste = 1)
J !

Note that t;f ) = ¢A for some integer /.

In order to obtain an algorithm that is both computationally efficient and requires low

memory, we demand that (and demonstrate in 3.1)
ai(t +A) = A(ai(t),n, £ (t + A)), (11)

for some function A, where £'(t) is a binary vector which indicates a spike at a presynaptic
neuron, i.e. 5;- (t) = 1 if a presynaptic spike occurred at neuron j at time ¢, and zero
otherwise. In other words, the value of o;(t + A) depends only on the values of «;(t) at

time ¢ and not on previous times.

T . .
Denote w; = (wil, Wiy nny Wy N) , the vector of weights afferent to neuron 7, and set

! f f
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We express (10) as

Differentiating (12) with respect to w;, and using the chain rule we obtain

Vauti(t + A) = Voyv;(t) + AF (v;(t), u;(t)) Vous (t
+ AG (v;(t), ui(t)) Vi vl( ) Iaz(t)
+ AG (1), ui(t)) ey (t)

or equivalently,
Vauvi(t + A) = Vv (t) |1+ AF' (vi(t), ui(t)) + AG (vi(t), ui(t))wjai(t)

(13)

This is a recursive update rule for V,v;(¢), with an initial condition set at every postsy-
naptic spike, namely

Vwi(t) =0. (14)

|t=£¢
Summarizing the learning algorithm along with the neuronal dynamics we obtain algo-
rithm 1.

3.1 Explicit Calculation of the Update Rules for Different «
Functions

As mentioned above, we assume that «(t) obeys (11). Here we demonstrate the update

rule of the o function.

3.1.1 Demonstration for a(s) = ¢d(s)

In the present discrete time setting the Dirac delta function is replaced by a Kronecker

delta function, namely §(¢) — &y, where t = (A for some integer ¢. Thus
Zai(t+A_t(f) Zét—l-At(f) (t+A)
f

since the only contribution to the last sum arises when a presynaptic spike occurs at t+ A.



Initialization

Initialize weights w;;(0), eligibility traces z;;(0) = 0 and «;(0) =0
Initialize v;(0), u; x(0).

Step 1: Weight Update
wij(t) = wi;(t — A) +y7(t)2i;(t)

zii(t + A) = Bz;(t) + A(Ci(t) - U) a;;(t) ’

Step 2: Dynamic Update

F(vi(t),w(t)) + G(v;(t waZalt—tf ]
Step 3: Parameter Update

) 5 [1 AP0, 1(0) + AG(50) w0 ] (0]

+AGU, Zazt—t

it + A -t =" Alaq( t—tg.f),n,g (t+A)) .
/ /

At every postsynaptic spike at neuron i

Reset v;(t), u;(t) and Jv;(t)/0w;;.

Algorithm 1: Synaptic update rule for a generalized neuronal model




3.1.2 Demonstration for a(s) = Le =

In this case,

Zai(t+A—t§f)) = 2267( TN
f f

Ts

I
_A q .
=e Y ot =)+ g+ D)
f S

with the appropriate initial conditions «;(0) = 0.

3.2 Depressing Synapses

As a simple application of the general procedure presented we consider the case of LIF
neurons possessing a synaptic depression mechanism. While several formulations currently
exist for depression, we consider the simple formulation proposed in (Richardson et al.,

2005), leading to the dynamic equations (between spikes)

dUZ'
J f
dD;(t) 1 - Dj(t) (10D < ¢ < 40,
dt Td J J
where t;f ) are the presynaptic spiking times. Whenever a presynaptic spike occurs, the

depression variable, D;(t), is updated according to the rule
D;(ty”) — D;(t") = vpD;(1;") .
where vp is related to the level of synaptic resource depletion (Richardson et al., 2005).

These equations describe a depletion of the synaptic resources whenever a presynaptic
spike arrives, followed by a recovery process at a temporal scale of 7;. Note that setting
D;(t) = 1, we recover the standard LIF model.

An explicit expression for D;(t) between two presynaptic spikes can be easily derived.

The initial conditions are

- {Dj(t) E UDDj<t)}

4 (H-
t—tj
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and for the first presynaptic spike, D;(0) = 1.

Integrating the differential equation for D;(t), we obtain

(D) _
Dit)=1—¢ (0 >/D{1_Df} (A <e<dh)

The exact solutions for v;(t) and D,(t) enable an explicit calculation of the update rule
for the case of depressing synapses. The general solution is rather cumbersome, and we
present only the result for the case where a(t) = ¢d(t). The full derivation and general

solution can be found in Appendix C.2.
wij(t) = wii(t — A) 4+ yr(t)z;(t)

_ 4+
Zij(t +A) = ﬁZij(t) + %(Q(t) — Ji(t)) Z exp{_i}l)j(ty)) :

Tm
£t

which is very similar to (9), except that the presynaptic contribution is multiplied by the

depression variable D;(t).

4 Simulation Results

In order to study the effectiveness of the update rules derived above, we present two
learning experiments. The experiments are performed with the simple LIF neuron model
augmented with the stochastic spiking procedure described in Section 1. We note that
these experiments are aimed at demonstrating the derived synaptic rules, rather than
proving their efficiency. Moreover, the results presented were obtained using episodic
learning only (see definition below). We refer the reader to (Baras, 2006) for further

numerical experiments and the application to online learning.

The learning rule presented in Section 2 is derived for a single neuron. However, based
on Theorem 1 in (Bartlett and Baxter, 1999) the same learning rule applies at the network
level. What these authors show is that each neuron essentially treats other neurons as
though they were part of the environment; the only communication between neurons is
through the global reward signal and the influence of other neurons on the state obser-
vations. The claim can be formally demonstrated by noting that the derivative of the
average reward with respect to the (concatenated) vector of parameters corresponding
to all neurons, can be broken down into derivatives with respect to each of the neurons’

parameters, since the values of the weights afferent to each neuron are independent of
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those relating to other neurons. This argument is similar to the one used to derive the

real time recurrent learning algorithm (e.g., Haykin, 1999).

The derivation in Section 2 assumed an online learning setup, where both the eligibility
trace and the weights are updated continually in time. In many applications, especially
where the inputs and outputs are encoded using rates averaged over a temporal window,
it is more meaningful to consider episodic learning. Episodic learning over a temporal
window 7' is obtained when the eligibility traces are updated at each Euler step, but the
weights are only updated at the end of the period T'. More precisely,

Episodic learning;: w;; (1) = w;;(0) + yr(T)z;(T), (15)
Zii(T) = (2i(1))r
Lo A

-, 2i5(t), (16)

~+

=0

where T is the episode length, N,, = % + 1 and z;;(t) is given by (8), i.e. the eligibility
traces are updated at every (discrete) time step (we assume for simplicity that 7'/A is an

integer).
We comment briefly on the rate coding used in the experiments discussed below.

From initial experimentation we found that a high rate input stimulus is required in
order to generate a network response. Therefore input coding consists of high firing rates
(the exact values are provided in Section 4). Since the network weights are restricted,
limiting the possible firing rates of output neurons, we used a lower threshold for output
coding; specifically an output value of 1 was coded by a firing rate above 80 Hz. Low

rates are encoded as 0 Hz for both input and output regardless of the problem.
We consider the following learning tasks.

XOR The network shown in Figure 1(a), is a fully connected feedforward network with

two input neurons, two hidden neurons and a single output neuron. We denote the
?j )
The task consists of solving the XOR problem, where inputs ‘0" and ‘1’ are encoded as

weights entering hidden neuron ¢ by wy;, 7 = 1,2 and the output weights by w"*, ¢ = 1, 2.
spike trains with low and high firing rates, respectively. The high input/output rates
used in this experiment were 200/120 Hz. During the learning process, time is split into
different learning epochs (or episodes). In each episode the network is presented with a
randomly chosen pattern (the probability of all 4 patterns is equal). At the end of each
episode, the output is determined as correct, incorrect or undetermined. The decision
is obtained by comparing the output spiking rate to a predetermined threshold. An

undetermined output relates to the case of a spiking rate very close to the threshold.

12



(a) XOR learning

( ) output1

Input

P > < 4 ) output2

(b) Path learning in a small network

(¢) Path learning in a large network

Figure 1: Networks architectures used in the simulations.

Reward is assigned depending on the output: positive reward for correct output and
negative reward otherwise. Weights are randomly initialized but the following constraints
were used: wj, and wy, are initialized with positive values, and w}, and w}, are initialized
with negative values. This is the only problem (among those solved in Baras, 2006) in
which a solution forces some of the weights to be negative (inhibitory synapses). All
technical details and further explanations (exact reward values, parameter values etc.)
are given in Appendix B. Figure 2 displays learning curves averaged over all successful
learning simulations (99% successful convergence out of 100 experiments). We observe
that hill climbing occurs for the average reward. Since the curves are averaged, it is
impossible to see that the learning speed differs from simulation to simulation, although

this phenomenon does indeed occur (Baras, 2006).

Path learning The networks shown in Figures 1(b) and 1(c) consist of a single input

neuron, two output neurons and a varying number of hidden neurons. The aim here is to
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Figure 2: XOR Learning (color online).

cause one of the output neurons to fire vigorously upon stimulation of the input neuron,
while demanding that the other output neuron remains silent. There are no limitations
on the behavior of other neurons in the network (“hidden” neurons). We consider both

feedforward and recurrent networks here.

The reward scheme used in this case is more informative than the one used in the previous
task, and depends on the exact spiking rate of each output separately. The idea is that the
reward should be proportional to the performance of the network. Every output neuron
contributes a positive term when it is correct, and a negative term otherwise. The exact
details are given in Appendix B. The high input/output rates used in this experiment
were 200/160 Hz. Figure 3 displays learning curves averaged over all successful learning

simulations for the small network (94% successful convergence).
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We also studied sequential switching between the two tasks for the smaller network of
Figure 1(b). When considering switching tasks, we allow the network to learn a certain
path for 2000 episodes. We then reverse the learned task. This process is repeated 3
times (6 tasks overall). Figure 4 displays learning curves averaged over all successful
learning simulations in the small network (99% successful convergence). Note especially

the behavior of weights during the learning process. Several observations are in order

e From Figure 4(c), weights reaching the same output neuron are high together or
low together. Namely ws; and w3y increase together when the first output should

be high, while w,; and w4y decrease together and vice versa, depending on the task.

e The speed of learning in different weights is different. Observe that ws; and wy
reach stable values (either low or high) faster than ws, and wse. This occurs since
the input neuron stimulus possesses a high rate, but weights are constrained. No
matter how high ws; is, neuron 2 will always have a lower rate than the input neuron.
Therefore, the input neuron has more influence on both output neurons, and hence
on the reward. Thus, the correlation between the reward and the eligibility traces
of w3y and wy; is higher than the correlation between the reward and the eligibility
traces of wss and wye. This causes the slower learning process of these “indirect”

weights.

Figure 5 displays learning curves averaged over all successful learning simulations in the
large network of Figure 1(c) (82% successful convergence). The “hidden” units rate curve
(Baras, 2006) show that the recurrence (closed loop in the network) did not cause satura-
tion in the rates, and they all remain within some reasonable area. The convergence rate

is smaller than the previous network due to the following reasons:

1. A large network implies a large number of parameters. When the number of pa-
rameters increases, the correlation between the reward and each eligibility trace is

reduced, sometimes leading to unsuccessful learning.

2. A large number of parameters increases the probability of converging to a local

maximum due to a larger number of extrema.

3. The state space is larger (proportional to the number of neurons in the network).

Therefore, more exploration might be required.

All learning experiments described perform hill-climbing in the sense that the average

reward increases with time. However, in some cases the system reaches a local maximum
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of the average reward. By unsuccessful learning we refer to situations where the reward

did not reach a prescribed reward threshold value within the allotted time.

result from either slow convergence or a poor local maximum.
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Figure 3: Path learning in a small network (color online).

5 Relation to the BCM Rule

The synaptic plasticity rules derived in Section 2 belong to the class of spike time de-

pendent plasticity rules. In this section we consider the average behavior of the derived

rule, where the expectation is taken over a temporal window allowing us to transform

individual spikes to firing rates. We will show that the derived average rule behaves very

similarly to the well known BCM rule (Bienenstock et al., 1982), for which good exper-
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Figure 4: Path learning - switching tasks (color online).

imental evidence exists (e.g., L. Cooper and Shouval, 2004). A related result for several
forms of STDP was presented in (Izhikevich and Desai, 2003). We comment on this work

at the end of the present section.

For the analysis presented in this section we assume «(t) = ¢d(t), and episodic learning,.
In order to average the synaptic rule one needs to make appropriate statistical assump-
tions. Here we assume that the presynaptic firing pattern is described by a stationary
Poisson process, while the output firing is given by a Poisson process with a rate function

which depends on the presynaptic neurons. More precisely

e The input spike train is a homogeneous Poisson process with rate z;.
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Figure 5: Path learning in a large network (color online).

e The output spike train is an inhomogeneous Poisson process with rate \;(t), where

)\i (t) =T; + nwijzle_(t_ty))/ﬂn? (17)
f

where ) f/ denotes a summation over all presynaptic firing times following the last
postsynaptic spike, and where x; is the output rate when no presynaptic activity
at neuron j is present. This relation captures the effect of increased postsynaptic
firing rate due to both enhanced presynaptic activity and large synaptic weight (a
similar and slightly more general approach is presented in Gerstner and Kistler,
2002, p. 408). In the sequel we will allow 1 to be a function of the weight w;;
and the presynaptic firing rate z;. This allows for extra flexibility in determining

postsynaptic firing rate based on (17).
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Based on (15) and (16), the expected weight change over an episode is given by

T—A
EAw;;(T) = Epost pre Y 2ii(t +A)
t=0

T—A
~ EpogglpreBpre Y 2(t + 4), (19
t=0

where we have assumed for simplicity that w;;(0) = 0 and have neglected the constant
term N, which does not affect the form of the result. The expectation in (18) is with

respect the presynaptic and postsynaptic spike trains.

The computation of the expectations in (18) is rather tedious, and can be found in the
appendix. Based on this derivation we obtain an expression which holds in the low firing
rate limit, where (Az;)? < 1.

T—A
EAU}U<T) ~ T(T)(IJA) (1 — xjA)%_l{xiHl(xi, t) — Hg(xi,wij,t)} s (19)
t=0
where
h
A t—ty,
Hi(x;t) =AY (e ),
k=1
h
2 t—t; \ 2 t—t t—t
i _ k _ k
Hy(z;, w;j,t) = {nwijA (e Tm) —e T f(e )} ,
k=1

and where h = min (t,m), f(z) = o(v, +w;;x), t, =t —h+kA, and m is defined through
(20) in the appendix. Note that both H; and Hy depend on z; through h which depends
on x; through (20) in Appendix A.

While the expressions are rather cumbersome, it is easy to compute them numerically
and compare them graphically with the BCM plasticity rule. Figure 6 presents examples
of the synaptic modification curve. The curves were created with 7 such that nw;; = 0.1z,
meaning that the contribution of a presynaptic spike to the weight update is no more than
10% of the presynaptic rate. This type of normalization guarantees that the firing of a
single presynaptic cell does not dominate the postsynaptic firing rate. The specific choice
of 0.1 is arbitrary, and different values lead to very similar behaviors. For example, we
have tried corrections of the form nw;; = constx;. This relation is not mandatory, but
some restriction on the value of 1 should be enforced, in order to prevent unrestrained
growth of the postsynaptic firing rate. Note, however, that the effect of 7 is in any event

small as can be seen in (31), where it is multiplied by an additional (small) term A. Other

19



Expectation
Expectation
Expectation

—~__

100 150 200 o 20 40 60 80 100 120 140 160 180 o 50 100 150 200
xi (Hz) Xi (Hz) xi (Hz)

(a) z; =20 (b) x; =100 Hz (c) x; =180 Hz

Figure 6: Average weight change as a function of the firing rate of the postsynaptic neuron

for three presynaptic firing rates.

terms in (31), contain products of the form ;A or z;A, where z; and x;, the firing rates,

are much larger.

Examining (19) and Figure 6 we observe the following properties:

e The qualitative form of the expected weight change is similar to that of the BCM

rule.

e Both potentiation and depression are observed, based on an activity dependent
threshold.

e Zero crossing depends on both pre and postsynaptic activities. Higher presynaptic
activity leads to increasing the threshold, which prevents uncontrolled weight in-
crease (self-regulation). In fact, we find that the threshold is essentially linear in

the presynaptic firing rate.

The curves were obtained using the same parameter values used in the simulations of
the toy problems in Section 4. Using other parameter values (such as 7,,, T etc.) led to

qualitatively similar results.

Izhikevich and Desai, 2003 have also recently presented some theoretical work related to
the relationship between STDP and the BCM rule. Essentially, this work showed that
BCM followed directly from STDP when the pre- and postsynaptic neurons fire weakly
correlated Poisson spike trains, and only near-neighbor spike interactions are taken into
account (in contrast to some implementations of STDP which use all spikes to update the
weight). It is interesting to observe that our formulation leads to a similar result, except
that instead of considering only nearest neighbors, we take into account all spikes between
two consecutive postsynaptic spikes. This follows from the resetting mechanism taking
place upon reaching threshold. Additionally, the STDP rule used here was derived from
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the gradient POMDP framework rather than being postulated. Note that in the statistical

analysis of the learning rule, we take into account all spikes over a fixed temporal window.

6 Discussion

Learning is a behavioral process, taking place at the level of an organism, based on in-
teracting with the environment and receiving feedback. Synaptic plasticity is an internal
process, that depends on neural activity. The aim of this work was to suggest an answer
to how these two processes are related in the context of learning a stochastic policy in
a network of spiking neurons. By formalizing the learning process as a Reinforcement
Learning problem, and using the direct RL approach (Baxter and Bartlett, 2001), we
derived an algorithm that updates the synaptic weights, based on the reward obtained as
feedback. While previous work has addressed these issues (Bartlett and Baxter, 1999; Se-
ung, 2003; Xie and Seung, 2004), we have been able to extend these approaches to general
neural models, which can be made as biologically realistic as is required. Additionally, a
detailed analysis has shown that the derived rule is related to the BCM rule. We are not

aware of any previous work relating the BCM rule to reinforcement learning.

The synaptic update rule derived is computationally efficient, and yields good results
in several learning tasks. Moreover, the basic rule derived in Section 2 depends on local
activity and data available at the synaptic site, and requires mechanisms that are available
at the cellular level. The update rule derived in Section 3 for more realistic neural models is
indeed rather complex. A question left open at this point relates to the possible biological

implementation of such rules.

Finally, we comment on the relation of our work to other recent contributions (we have
already related our work to Bartlett and Baxter, 1999 and Xie and Seung, 2004). The
work of Rao and Sejnowski, 2001 begins with a biophysical model of a neuron and shows
how the temporal difference learning rule (e.g., Sutton and Barto, 1998) can reproduce the
temporally asymmetric window observed in STDP plasticity rules. Worgotter and Porr,
2004 present a general overview of temporal difference learning and its implementation in
networks of spiking neurons. Both these approaches relate to ours in that they connect
a well known computational approach, namely temporal difference learning, to synaptic
plasticity rules. Our work differs form these in at least three ways. First, we derive
(rather than relate) a synaptic modification rule for learning an optimal policy (a control
problem), rather than attempting to estimate an optimal value function (a prediction
task), as is done in temporal difference methods. The latter approach always requires an

additional step of deciding on an appropriate action, given the value estimate. Second,
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the relationship to the BCM rule, and its direct relation to policy improvement is novel.
Third, the approach taken here enables the extension of the approach to a broad range of
novel policy improvement algorithms proposed in the recent machine learning literature

(see below).

As a final note, we comment that Toyoizumi et al., 2005 have recently derived a BCM-
like learning rule for spiking neurons based on information theoretic arguments within
an unsupervised learning framework. Based on an integrate and fire neuronal model
and Poisson statistics assumptions, they show that maximizing the mutual information
between the input and output, subject to constraints on the output neuron’s firing rate,
leads to a BCM-like plasticity rule. It would be interesting to see whether this type of
result, may shed an information theoretic light on the reinforcement learning setup we

have considered in this paper.

The framework developed here can be extended in many directions. For example, more
realistic neural models may be easily incorporated within the setting presented in Section
3. Moreover, general synaptic window functions can be considered, based on more de-
tailed physiological information. Finally, recent extensions of gradient POMDP approaches,
based on actor-critic architectures (Konda and Tsitsiklis, 2003), are based on a tempo-
ral difference signal, rather than on the reward itself as in this work. Given the flurry
of recent interest in the relationship between the temporal difference signal in RL, and
the behavior of Dopaminergic neurons in the brainstem (e.g. Schultz, 2002), it would be

particularly interesting to extend the present framework accordingly.
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A Appendix

Our objective here is to compute the expectation

T-A T-A PR
Epost,pre Z Zij (t+A) = Epost,pre Z (Q(t) - Ui<t>) Z exp{— / } )

Tm
t=0 t=0 F4) i

where the expectation is with respect to the presynaptic and postsynaptic spike processes.

Calculating this expression directly is very difficult.

A possible solution to this difficulty is to sum over a fized time window of length m. A
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reasonable choice for the window length is given by the average inter-spike interval of a
Poisson process with rate z;. Since these intervals are exponentially distributed with the

same parameter as the original process, we set?

1 /!
m’ = E(Interspike interval) = — and m=A [%-‘ : (20)
Li

implying the approximation

_ 4+ o))
S {3 {0
Tm Tm
f:t;f)>fgo) f:t;f) >t—m
This approximate equality can also be expressed as
() T
t—1 t—t
Z exp{— J } ~ Z [I(Spike at time t') exp{— H ,
Tm Tm

4D < 7(0) t'=t—h
[t >t

where we have introduced an indicator function at the times of the presynaptic spikes,

and where h = min (¢, m) and all times are multiples of A.

Defining
d t—t
y(t) = Z {I(Spike at time t')exp{— H , (21)
Tm
t'=t—h
and
() = Uz‘{Ur + wije}a (22)

we are left with

Epost,pre Z Zij (t+A)~ EpreEpost’pre Z {(Q(t) - f(y(t))) y(t)} . (23)

t t

Expectation with respect to the postsynaptic spike train

The expectation E can be computed easily, based on the relation

post|pre [

)

Gt) = 1 with probability \;(¢)A
“7 1 0 with probability 1 — \;(1)A

where \;(t) = wi; + nw;;y(t).

ZNote that the postsynaptic rate is not strictly x; (see (17)).
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We obtain

Epostipre (¢ + &) = Bpopre 3| (610 = F(4(6) Jot0)

t t

= 5 P08 (1= 100 o0 + (@ x0) (0 £(ute) )]

t L

_ :y(t) ()\i(t)A — f(y(t))ﬂ

= :y(t) (%'A + nwiy(£)A — f(y(t)))] : (24)

Expectation with respect to the presynaptic spike train

Based on (24), we are the left with the task of to computing

Epre ), {y(t) (xiA + nw;; Ay(t) — f(y(t)))}

R {xiAEpfey(“ i ABprey”(t) — Epre (y(t)f(ym)ﬂ | v

which involves expectations of functions of the form EpreGi(y(t)) with G (y) = vy, Ga(y) =
y* and G3(y) = yf(y)). To do so, we present the computation of EpreG(y(t)) for any

function GG. We first prove a simple lemma.

Lemma A.1 Let y be a random variable with characteristic function V(w) 2 Be o,
Then

oo

EG(y) = / dsG(s)F (T(w)) ().

— 00

where F ! (U(w)) is the inverse Fourier transform of ¥(w), given by

1 o¢]

FHU(w)) = gy / U (w)eYdw .

—00
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Proof Using the equality 6(t) = 5= [ dwe’!, we have

EG(y) =E / dsG(s)5(8 — y)

—00
o0 o0

- E / dsG(s) / duwe(+-1)

—00 —00
[e.9] o0

dsG(s )/dwejwsEej“y

— 00 —00

1
27r

[e.9]

= /dsG(s)fl(Eejwy)(s). O

—00

Note that Lemma A.1 follows easily from the equality EG(y) = [ G(s)f(s)ds, where f
is the pdf of the random variable y, and recalling that the pdf is the inverse Fourier

transform of the characteristic function.

Using Lemma A.1 we have
EpreG / G Epree_Jwy(t))(S)dS. (26)

Defining the Fourier pair
Dy (w) E Epree_jwy(t) ; Pi(s)

we have

3]

O (w) = Epree_jw St [I(

t

(a)

Ee—jw [I(Spike at time t) exp{—% }}
= {x Ae™? [eXp{__ } (1 - a:jA)} ,
h

where (a) used independence.

Inverse Fourier transforming ®;(w) we have
t
¢t(3) :fl( H {%Ae w[eXp{ ] + (1—I‘3A)}>(5) .
t'=t—h
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Based on the properties of the Fourier transform, we convert a product over functions
in the time domain to a convolution of transforms in the frequency domain. Setting
K = h/A, and defining

t—ty

PF(w) £ a;jAe_j“[eXp{_ ™ } - (1 — xjA), (k=0,1,...,K),

where t, =t — h + kA, and
¢r(s) & FHdF(wW))(s),

we have that p
®y(w) = [ 2 (),

k=0

and denoting a convolution by x we have that

Be(s) = dy x O %% O (s). (27)

Now,

t—ty

1) = 7 (e w2 1 (1) )5

t—ty

=2;Ad(s—e )+ (1 —x;A)5(s) (tr =t —h+kA).

In computing (27)we face the following task. Given m numbers, {x,z,...,z,,}, and a
constant a, compute

AL (ad(z —x1) + (1 — a)d(x)) * - * (ad(z — z) + (1 — a)d(x)).

Using the properties of the d-function, it is not hard to show that

A=a"6(z — Zxk)) +a™ (1 —a)Zd(m — Z x) 4+ (1 —a)"o(z).

k:k#£i
Thus, we find
K
i(s) = [(:UjA)Ka(s ST @A) T - A) Y s - Y e )
k=1 i=1 ki
e (1= 2 0)56(s)| (28)
where K = h/A.

Recalling that ¢;(s) = F1(®(w)), and substituting (28) into (26) yields

EpreG (y(1)) = [(xjA)KG<Z ) + (AT (1 =0 S G Y e )

i=1 i=1 k:k#i




Thus, the expectation of a function of y(t) equals a weighted sample of this function at

particular points in time.

At this stage, we assume a single presynaptic neuron. The extension to several presy-

naptic neurons is straightforward.

Combining (24), (25) and (29) yields the final result. While the computation can be

performed exactly, it leads to the following very cumbersome expressions:

Epre ; {y(t) (xiAt + i Aty(t) — f(y(t))ﬂ

- ; {xiAtEprey(t) + i AtEprey?(t) — Epre (y(t)f (y(t)))}

Bl

h
—t; At t—t
= Z{xiAt {(xjAt)ALt e m + (xjAt)ALt_l(l — x;At) Z Z e Tm 4 - ]
t

i=1 i=1 kiki
_h _h
N At 1 ) N . At t—ty, 9
+ i At | (z;A0)3 (Y e )24 (AR T 1 —apAf) Yy (Y e T ) 4
i=1 =1 k:k#i

h h

- [(xjAt)%f(Ze‘%(Ze‘ =)

i=1 i=1

+ (A3 (1= oA S F(Y e =) (Y e ) 4 H '

i= k:k#i k:k#i

Note that here, t; =t — h,tx = t, and G;(0) =0, i =1,2,3.

The expressions become easier to handle under the approximation of low firing rates,

where (Az;)? < 1, which allows us to neglect higher order terms. Specifically, neglecting
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terms of order (x;At)", k > 2, we obtain
Epre 32 [o(0) (8t + g ey(e) - 1(6(0) )]
t

= Z _IiAtEprey(t) + nwijAtEpreCUQ(t) — Epre (y(t)f(y(t)))]

h

At

= 3wt a0 - sank S (e

™) (30)

A
+ nw”At<IJAt>(1 — a;]At)&*l Z(ei ‘rml )2

i=1
h
Lfl At 7t7ti 7t7t,L-
— (g AL) (1 — At a1y " e fleT ) o
i=1
Which can be rewritten as
h h
T—-A T—A by A Ly A iy ,
Epost,pre Z zij(t + A) = (z;4) (1 —z;A)57 | 2A Z e+ nwiA ) (e )
t=0 t=0 k=1 k=1

where t, =t — h + EA.

B Simulation Detalils

The values used for the main simulation parameters are shown in Table 1. The reward
values for the XOR problem are summarized in Table 2. For the path learning problem,
we first define the following variables:

e 1y, - the threshold value for determining “high” and “low” output.

® Souil, Souta - the number of spikes that occurred in the first and second outputs,

respectively.

® Finigh, Fojow - Boolean flags denoting whether output 1 is high and output 2 is low,

respectively.
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Parameter | Value Comments
A 5-1074 Euler step size
A 120 Squashing function parameter
6] 0 Bias/variance tradeoff variable
¥ 0.001 Learning rate for the policy gradient method
T 250 msec Episode length
v =g, —60 mV Neuron resting potential
R,, 1092 Membrane resistance
Chn, 3-10® F | Membrane capacitance
Tim 30 msec Tm = Ry - Chy,
Te 3 msec Time constant of « function
q 1.8-107° C
Table 1: Simulation parameter values
Description Value
Correct output R, =96
Incorrect output R_ = —-66
Undetermined output | R, = —69

Table 2: XOR reward values

The reward is determined based on the formula

R - 3(F2low (nth - Sout2) - 2<1 — F2low>Sout2 + FlhighSoutl - 2(1 - Flhigh)(nth - Soutl) - 50)

We also comment about the reward signals used to train the networks. In the case of the
XOR learning network, the reward values are constant based on the network’s performance.
The specific values were chosen by trial and error. The fact that the reward scheme affects
the quality of the solution is a well known phenomenon in direct policy search methods.
As far as we are aware, there do not appear at present to be systematic approaches to
selecting optimal reward schemes. In the case of the path learning task, in both networks,
we tried a more realistic and informative reward signal. The general approach that led

us to the reward function form has already been explained in Section 4, and the exact

constants and coefficients were also determined by trial and error.
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Problem Episode| Number of | Successful
length | episodes convergence
(msec) percentage

XOR 250 800 99%

Path learning, small network 500 1500 94%

Path learning, small network, | 500 2000 per task | 99%

switching tasks

Path learning, large network 500 5000 82%

Table 3: Technical details and convergence rates

Problem Weight Weight Initialization
Constrains
XOR range [—1,1] | randomly initialized from a uniform

distribution over [—0.1,0], [0, 0.1], sign
predetermined (see section 4 for de-
tails)

Path learning, small | range [0,0.5] | randomly initialized from a uniform
network distribution over [0, 0.1]

Path learning, small | range [0,0.5] | randomly initialized from a uniform
network,  switching distribution over [0, 0.1]

tasks

Path learning, large | range [0,0.5] | randomly initialized from a uniform

network

distribution over [0, 0.1]

Table 4: Weight constraints and initialization used
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C Technical Derivations

The objective of this appendix is to provide some explicit technical derivations that are
not essential to understanding the main results.

C.1 Decaying Exponential o function

We present the calculation leading to the expression for the case of a decaying exponential
function presented in 2.1. The « function is a(s) = Lexp <_T%> I{s > 0} )

Substituting this choice of a(s) on the right hand side of (8) we obtain

{g) exp{—i—ms}zf (s—tf>d5

:ftexp{ }Zf—exp( Stf))]{s—t > 0}ds

i
)I{s—t > 0}ds
t
téf)} fexp{ ( 1)}]{5—1& >O}ds
s b

} {t(f)} {
= exp ( )}
(tm i©)
=4 =t tg'f) 1 1
_Tszfexp — pexpq L (E==s) expyt (- — = J)
D ) )
N T o B
" D
- (quzn;m) Zf €Xpq — ! :’ 1— exp{ (t — max (tgf),tgo )) (Tm — %) H
oo (32) (e~ .- ) } 1],

(f)

- (TZT:”TS) Zf eXpy — TZ
hence

8O o 5 () {2 (i - 7,1~ 5) } 1]
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C.2 Depressing Synapses

We present the exact details and derivation in the case of the depressing synapses. We

will not repeat details presented in Section 3.2.

POMDP model

We use the same POMDP model as in previous case (see Section 1), except that the state

of each neuron also includes the current value of the depression variable.

Parameter update

The same update rule for the parameters is used. Let us now calculate an explicit expres-

sion for the weight update for this neural model.

As presented in Section 3.2, the update rule is given by,

wij(t) = wij(t — At) +yr(t)zi;(1) (32)

t

2i5(t + At) = Bzi;(t) + (Gi(t) — a)% /exp{—t — S} Za (5 — t§f)> Dj(s)ds . (33)
f

Tm

We distinguish between two cases: no presynaptic spike occurred since the last postsy-
naptic spike, or at least one presynaptic spike occurred since then.

Case 1: No presynaptic spike occurred since the last postsynaptic spike
Denote tg-f Jast oS the time of the last presynaptic spike, and Dy 45 as its initial condition.

In the first case, the algorithm has the form

(f):last

t
A
2ij(t 4+ At) = Bz;;(t) + (G(t) — o) S et l1—e ™ (1 = Dy ast) (34)
i
X Za(s—tgf)> ds .
f
Case 2: At least one presynaptic spike occurred since the last postsynaptic

spike

)
R J
presynaptic spike before tEO) and denote the appropriate initial condition for D;(t) for this

In this case, assume that %k spikes occurred since 52('0). Denote ¢;7 as the time of last

32



spike as Dy. Let t§81), ...,tg»Sk) denote the presynaptic spike times that occurred in the
time interval [72(0), t], and denote the appropriate initial conditions for D;(t) at those times

as Dy, ..., Dy respectively. Then the integral in (33) is given by
e

/texp{—t;f}za(s—tgf)ﬁ) ds—/ {fm}z (s—t(f) (s)ds

#(0) ! 70

K3

52)

/ {Tm}z (s—tf) ()ds+...+/ {fm}z <s—tf> i(s)ds

t(sl) t(skz)

(gl)
(f),last

/ {5 {1 AT Df,last)} >a(s—#) s (35)

£ d

(s2)
>
’ s t(sl)

A e T oD ST a (s = 19 ds
+/ 1 (1 }zf:( tf>d+

(s1) B
t;

sk)

gy _6{5;;} oSl
+/ 1 1 }zf:( tf)

(sk)
t;

and the algorithm can be written using the expressions above.

Explicit expression for «o(t) = ¢i(t)

In this case,

hence
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Two remarks:

e The contribution of the depression variable is considered only at presynaptic spiking

times (for this a-function).

e An explicit expression for Dj(t;f )) is available. The expression depends on ¢

(f-1)
T

C.3 MDPs, POMDPs
C.3.1 MDPs
An MDP (Markov Decision Process) is a quartet {S, A, P, r} where

e S is the state space.
e A is the action space.

e P(a) =p;j(a) = P(x441 = jloy = i, a, = a) is the transition probability when action

a 1s taken.

e P.(r) = P(r|z,a) is the reward distribution when choosing action a in state x.
Additionally, we set

e 7:S5 — A (policy) is a mapping from state space to action space.

e A(x) is the set of available actions from A in state .

C.3.2 POMDPs

A POMDP (partially Observed Markov Decision Process) is a sextet S, A, O, P,, P, P,
where

e S is the state space.
e A is the action space.
e (O is the observation space.

e P, =pj(a) = P(x411 = j|oy = i,a; = a) is the transition probability when action a

is taken.
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e P.(r) = P(r|z,a) is the reward distribution.

e P,(y) = P(y|z) is the observation process distribution.
Additionally, set

e 7:S5 — A (policy) is a mapping from state space to action space.

e A(x) is the set of available actions from A in state .

Note that the states (hidden variables) form a standard MDP.
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