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Inferring Figure-Ground Using a Recurrent
Integrate-and-Fire Neural Circuit

Kyungim Baek, Member, IEEE, and Paul Sajda, Member, IEEE

Abstract—Several theories of early visual perception hypothe-
size neural circuits that are responsible for assigning ownership
of an object’s occluding contour to a region which represents the
“figure.” Previously, we have presented a Bayesian network model
which integrates multiple cues and uses belief propagation to
infer local figure-ground relationships along an object’s occluding
contour. In this paper, we use a linear integrate-and-fire model
to demonstrate how such inference mechanisms could be carried
out in a biologically realistic neural circuit. The circuit maps the
membrane potentials of individual neurons to log probabilities and
uses recurrent connections to represent transition probabilities.
The network’s “perception” of figure-ground is demonstrated
for several examples, including perceptually ambiguous figures,
and compared qualitatively and quantitatively with human
psychophysics.

Index Terms—Cortical hypercolumn, figure-ground, integrate-
and-fire, probabilistic inference, visual perception.

I. INTRODUCTION

MUCH of our perceptual experience is constructed by the
visual cortex. Architecturally, the visual cortex appears

to be designed for integrating multiple sources of information
that come through top-down, bottom-up, and horizontal connec-
tions, yet the computational mechanisms by which the integra-
tion and resulting inference occurs remain mostly unexplained.
A grand challenge in neural engineering is to reverse engineer
the visual cortex to reveal the essence of the computation within
this distributed neural network.

Since Helmholtz described perception as being an automatic
unconscious reasoning about the visual scene, researchers
from various fields of study have been developing theoretical
models to describe the computational mechanisms underlying
visual perception. A focus has been on using probabilistic
frameworks for understanding the neural mechanisms and
computational principles underlying inference within the brain.
Such a framework is attractive since perception can be seen
as requiring inference of the hidden properties (or states) of
the visual scene—e.g., interpreting object motion and discrim-
inating figure-ground based on inherently noisy, incomplete
and ambiguous sensory input. Hidden scene properties are
unlikely to be specified uniquely by a single state value, rather
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they are more likely to be represented by a set of possible
states together with a “certainty” of each state. This naturally
leads to a probabilistic representation and the machinery of
probabilistic inference.

Over the past several years, it has been suggested that popu-
lations of neurons may represent and estimate probability dis-
tributions [1], [9], [16] and many researchers have formulated
various aspects of human visual processing within the context
of a probabilistic or Bayesian framework [4], [6], [7], [17]. In
addition, numerous examples showing how Bayesian modeling
can account for a variety of motion illusions [15], inference of
figure-ground [14] and integration of form and motion cues for
motion segmentation [13] and perception [12] provide strong
evidence that visual integration processes are naturally defined
within a Bayesian framework.

Though attractive as a mathematical framework, an open
question is whether neurons in the brain in fact employ mech-
anisms for Bayesian inference. To address this question, one
must consider the specifics of the anatomy and physiology in
visual cortex. In previous work, we described a Bayesian net-
work model for integrating spatial cues to infer intermediate-
level representations of visual form [2] and exploit these form
representations to infer scene motion [12]. The model demon-
strates that a locally connected network with nodes restricted
to local observations can integrate visual cues for inferring
scene properties. The focus of this model was on network level
computation and isomorphism with cortical circuits (Fig. 1).
However, in this previous model, the network nodes do not
represent individual neurons and thus, it is difficult to relate
their responses and implied representations to those of real
cortical neurons.

Recently, Rao has described a recurrent integrate-and-fire
cortical network which can carry out Bayesian inference [10].
He suggests that neural activities may represent log-poste-
rior probabilities and that recurrent connectivity captures the
transition probabilities between states. In this paper, we use
this framework to implement a columnar-based neural circuit
composed of integrate-and-fire neurons capable of inferring the
figure-ground relationship through a local representation called
direction-of-figure (DOF) [11] in static two-dimensional (2-D)
scenes.

II. INFERRING FIGURE-GROUND

A. Network Architecture

A visual surface can be defined by assigning ownership of
an object’s occluding boundary to a region representing the ob-
ject’s surface, which, therefore, determines the figure-ground
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Fig. 1. Simplified diagram of cortical connections focusing on the laminar
structure of a hypercolumn (left) and the isomorphic architecture used in
the generative Bayesian network model (right) in our previous work. In
hypercolumns, bottom-up input is provided by direct connections to layer IV
and indirect connections passing through layer VI. The top-down, feedback
signals from higher level cortex pass into layer VI then project into layer
IV. Feed-forward connections from layer IV project to layer II/III, which
forms intrinsic lateral, long-range connections between hypercolumns. In our
network model, cues corresponding to bottom-up input are represented as
random variables in a set of nodes (shaded circles inside the box with dashed
line). Those cues are combined, together with top-down prior knowledge
(circle filled with slashes), to form distributions for the observation variables
(shaded circle in the middle of solid box). Observations are passed to the
nodes representing hidden variables (open circles), corresponding to layers
II/III in the hypercolumn structure. Spatial integration is performed by passing
probabilities between neighboring hidden nodes.

Fig. 2. DOF representation and spatial cues used in the network model. The
top figure illustrates the DOF representation of the ownership of an object’s
surface. At location (a) the contour forms the occluding boundary of surface
S , i.e., surface S owns the boundary. This relationship is represented by
a DOF vector pointing toward surface S . The local DOF is also shown for
locations (b) and (c). In the network model, observed cues for the DOF include
local figure convexity and proximity/similarity (bottom figures). The local
convexity is determined by the local angle of the contour at a given location,
while proximity/similarity cues are estimated by considering points having
similar local orientation that lie in a direction orthogonal to the contour. As
indicated by the length of arrows in the bottom figures, the strength of the cue is
determined by the degree of convexity, similarity of local contour orientation,
and the spatial distance to the similar points.

relationships [8]. DOF is a local representation of the owner-
ship of an object’s boundary [11] (Fig. 2). It has been suggested
that contour ownership is assigned at early stages of visual pro-
cessing [11] and, in fact, it has been reported that more than half
of the neurons in visual areas V2 and V4 are selective to con-
tour ownership [18]. In our present computational framework,

Fig. 3. Architecture of the recurrent network model for inferring DOF.
Information related to local contour orientation and curvature in a visual
image is processed by orientation selective neurons, resulting in spatial cue
information that serves as the feed-forward input to DOF selective neurons.
Since the visual world is retinotopically mapped onto the cortical surface
(i.e., neighboring neurons are activated by the stimuli in adjacent positions in
the visual image) and a neuron sees only a limited local area of visual field,
communication between neighboring neurons carries out spatial propagation
and integration of the local information. The network propagates local
DOF estimates through recurrent connections (A) and integrates them until
convergence. Competition exists between sets of DOF neurons in the same
column (B).

we consider the assignment of DOF as a probabilistic inference
problem, with DOF being a hidden state variable that is not di-
rectly observed but can be inferred from local observations and
information propagated via lateral connections.

Fig. 3 illustrates the architecture of the recurrent neural cir-
cuit for inferring DOF. The computational unit in the network
simulates a DOF selective neuron in a cortical hypercolumn,
encoding DOF relative to the local orientation (tangent). Hy-
percolumns are organized laminarly and although the majority
of neural connections are within columns, there exist lateral,
long-range connections between sets of columns, giving rise to
complex, modulatory neuronal responses [5]. In Fig. 3, the re-
current connections represent the lateral connections between
columns of DOF selective neurons in the superficial layers.

In the network, convexity and proximity/similarity cues are
computed based on the local contour orientation passed through
feed-forward and lateral connections (Fig. 2; see [2] for details).
This forms the feed-forward input to the neurons selective to
DOF. There are two possible directions of figure at each location
that are defined relative to the local orientation of the contour.
As can be seen in Fig. 3, the DOF selective neurons form two
separate chains that locally compete with one another. The DOF
is inferred by propagating and integrating local estimates based
on the firing rate dynamics of the individual integrate-and-fire
neurons. The firing rate of the DOF units can be interpreted as
the certainty of the contour ownership in the given direction.
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B. Bayesian Inference in a Recurrent Integrate-and-Fire
Neural Circuit

We implement the columnar architecture in Fig. 3 using inte-
grate-and-fire neurons. Let be the vector of feed-forward input
firing rates with synaptic weights specified by a matrix , and

be the vector of output firing rates of the recurrently connected
neurons with recurrent synaptic weights specified by a matrix

. Then, the firing rate dynamics in a linear recurrent network
model can be described as [3].
By discretizing this equation, , the output firing rate of the th
component of at time can be computed as

(1)

where is an integration constant, is the th row vector of
, and for and [10].
Let us now consider Bayesian inference in a hidden Markov

model. By applying Bayes’ rule and marginalization, the pos-
terior probability of a hidden state at time given a set of
previous observations can be computed recursively
as

where is the normalization constant. Then, the posterior prob-
ability in the log domain is defined as

(2)

Comparing (1) and (2), it has been shown that the recurrent in-
tegrate-and-fire network computation can implement Bayesian
inference [10]. The output firing rate, weighted feed-forward
input, and the recurrent term in (1) correspond to the log-poste-
rior, log-likelihood, and the log of prior multiplied by the tran-
sition probabilities in (2) respectively, namely

The recurrent weights are computed by approximating the log of
sums with the sum of logs using a randomly selected probability
distribution , which plays the role of a prior at time

(3)

The normalization constant is implemented so as to repre-
sent global recurrent inhibition.

Fig. 4. Posterior probabilities estimated by the DOF columnar network, shown
for t = 2; 10; and 20 iterations, given the occluding contour shown on the
left. Posterior probabilities are shown only for neurons encoding the correct
DOF. On the contour are indexes indicating the neurons representing the DOF
at the given spatial location–these indexes map to those in the figures on the
right. Initially, the posterior probabilities are near 0.5, indicating uncertainty in
the DOF. After 20 iterations, the network converges, with high certainty for all
neurons encoding the correct DOF direction.

III. SIMULATION RESULTS

We apply the recurrent integrate-and-fire columnar model
to several static 2-D figures, demonstrating its ability to infer
DOF. For all the simulations presented in this section, the feed-
forward weights and transition probabilities are Gaussians
centered at a given spatial location. Recurrent weights are
estimated from the Gaussian transition probabilities so as to
minimize the squared error in (3), as described in [10]. Also,
instead of plotting neuronal firing rates (rectified versions of the
log posterior), we plot the corresponding posterior probabilities
(which are more or less directly proportional to the firing rates).

Fig. 4 (left) shows an occluding contour for an arbitrarily
shaped object, along with sampling points on the contour, rep-
resenting the corresponding spatial locations of the columns in
the network. Shown on the right are the posterior probabilities
in the network for three points in time ( and ). Only
those neurons which encode the correct DOF are shown (i.e., the
posterior probability of the competing DOF neuron at each lo-
cation is not shown). The initial DOF estimates indicate rather
low certainty, as indicated by posterior probabilities around 0.5,
since only local information (i.e., contour convexity) is avail-
able. However, after several iterations ( ) and propagation
of activity via recurrent connections, the network quickly con-
verges to the correct DOF, with the resulting posterior probabil-
ities reflecting high certainty in all locations. The valleys in the
middle plot correspond to the concave areas of the object con-
tour. Those locations with strong concavity cues, communicated
via feed-forward connections, have a slower convergence to the
correct figure-ground direction.

There are several classic examples in which discriminating
figure-ground is ambiguous. The top and bottom spiral figures
shown in Fig. 5 are such examples [11]. Discrimination of the
figure in the top spiral is difficult if we are not allowed to serially
trace the contour, with difficulty increasing for regions close to
the center of the spiral. On the other hand, the discriminating
figure in the bottom spiral seems more straightforward. Imme-
diately, we tend to perceive the thin strip in the center as figure,
however, this is in fact incorrect. In this case, the width of the
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Fig. 5. Integrate-and-fire columnar circuit captures the ambiguity in figure-
ground perception via the posterior probabilities in the DOF. (Left) Spiral
figures in which (top) figure-ground discrimination is ambiguous unless serially
tracing the contour, (middle) correct discrimination of figure can be made
immediately, and (bottom) increasing spiral width as it winds toward the center
generates an incorrect perception of figure. (Right) Network estimates of the
posterior probabilities for neurons encoding the correct DOF. Neurons are
numbered based on indexes shown on the spirals (only a subset of indexes
shown). For the top spiral, the posterior probabilities for the center of the spiral
are approximately 0.5, indicating ambiguity in the DOF. In contrast, the low
posterior probabilities for the central part of bottom spiral indicate a strong
incorrect perception in this area of the figure. The certainty for the correct
DOF in the middle spiral is very high for all locations along the contour, and in
addition, the convergence rate is faster for this stimulus compared to the other
two spirals (t = 15 versus t = 60).

spiral increases as it winds around toward the center, generating
an incorrect perception of the figure-ground. Unlike these two
spirals, correct figure-ground discrimination can be correctly
made almost instantly for the middle spiral.

The plots on the right in Fig. 5 depict the network’s output of
posterior probabilities for neurons encoding the correct direc-
tion. The neurons are indexed as the boundary is wound toward
the center and then back toward the edge, therefore, the middle
region of the abscissa of the plots corresponds to the central
region of the spiral stimulus. The network estimates posterior
probabilities at approximately 0.5 for the central part of the top
spiral, indicating ambiguity of figure-ground. The posteriors are
below 0.5 near the center of the bottom spiral, indicating the net-

Fig. 6. The 2-AFC experiment for psychophysically determining a subject’s
performance for correctly discriminating figure-ground direction. In each trial,
a stimulus containing one of the three spirals shown in Fig. 5 is presented for
0.5 s and the subject is instructed to report the figure-ground direction relative
to a specified point on the contour of the spiral. As soon as the subject makes
a response a new fixation cross appears for 1 s at which time the next trial
begins. The locations on the contour in which subjects are asked to discriminate
figure-ground are shown in Fig. 7. In any given trial the spiral and location along
the contour are chosen at random (three spirals and eight locations). In addition,
the orientation of the spiral is randomized in order to reduce learning effects
(one of four orientations).

work “perceives” the DOF to be in the opposite, and incorrect
direction. For the middle spiral, the posterior probabilities are
above 0.5 at all locations and mostly significantly higher than
0.5. These results illustrate the increasing ambiguity and incor-
rect interpretation for the central region of the top and bottom
spirals, and near perfect figure-ground discrimination for the
middle spiral. Furthermore, the network takes longer (i.e., four
times as many iterations) to converge for the top and bottom spi-
rals, compared to the middle spiral.

IV. COMPARISON TO THE PSYCHOPHYSICAL RESULTS

To understand how well the network’s “perception” of DOF
matches human perception, we designed a psychophysical ex-
periment for discriminating figure-ground direction using a two
alternative forced choice (2-AFC) paradigm. In each trial, a
stimulus consisting of a spiral and a dot located on the spiral’s
contour is presented for 0.5 s after a 1-s fixation period. The
task is to determine the figure-ground direction relative to the
dot location. In all cases the figure-ground direction is on the
left or right side of the dot. The subject is instructed to report
their decision as quickly as possible by pressing either the left
or right mouse button. The screen remains blank after the 0.5-s
presentation of a stimulus and then, after the subject’s response,
a new fixation cross appears for 1 s, indicating the start of the
next trial (Fig. 6). For each spiral, a dot can appear at one of
eight randomly selected locations, as shown on the left in Fig. 7.
In addition, the orientation of each spiral is randomized across
four different configurations–original, left-right flip, and 180
rotation of the previous two. Thus, the stimulus set consists of a
total of 96 images from which a stimulus is drawn randomly in
each trial.
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Six naive subjects who were not familiar with the stimuli par-
ticipated in the experiments. Results were obtained from nine
sessions of the experiment since three of the subjects partic-
ipated for the second time about ten months after their first
participation. Each session starts with nine practice trials fol-
lowed by four test blocks containing 96 trials in each block.
Since a stimulus is randomly drawn without replacement, each
image in the stimulus set appears exactly once in a test block. In
each experiment, the subject’s discrimination performance for
figure-ground direction at a given dot location on a spiral is esti-
mated from the 16 responses [four configurations and four pre-
sentations (blocks)]. We consider this the psychophysical cor-
relate of the DOF.

The network performance is computed by averaging posterior
probabilities for the correct DOF at the three nearest neighbors
of the corresponding dot location used in the psychophysical ex-
periments. The three plots on the right in Fig. 7 show nine per-
centage correct values of human subjects at each dot location of
the three spirals along with the model performances represented
by asterisks. For the bottom spiral the network’s perception is
within the range specified by the spread of subjects’ perception
at all dot locations, while for half of the cases it falls outside of
the range for the top and middle spirals.

For each dot location, we performed a t-test to determine
whether the network performance was significantly different
from the mean subject performance (indicated by squares in
Fig. 7). The results show that the network’s estimate of the DOF
is not significantly different from the mean subject performance
for one (location 3), three (location 4, 5, and 8) and zero cases
for the top, middle and bottom spirals respectively. Thus, while
in 15/24 cases the network performance falls within the spread
of the subjects’ performance, only in 4/24 cases is it not signif-
icantly different from the mean subject’s performance.

There are several factors that may explain the quantitative
difference between the model’s performance and human psy-
chophysics. First, using only convexity and proximity/similarity
cues for inferring DOF may limit the network’s performance.
For example, use of “closure,” one of the perceptual cues for
DOF, would bias the network’s perception more toward the in-
correct figure direction in the central region (location 2, 3, 6, and
7) of the middle spiral and more toward the correct figure direc-
tion at location 1 in all spirals, thereby reducing the difference
in performance between the human subjects and the model.

Another factor which may account for the difference be-
tween the model and human subjects’ performance is related to
subjects’ adaptation to the task and strategy/learning during the
experiment. Many subjects report that they develop a strategy
for discriminating figure direction near the edge of the spiral
boundary—i.e., starting with the “figure,” they alternate re-
gions, labeling every other one as figure. The influence of such
a strategy can be seen for location 1 for all three spirals and
locations 4, 5, and 8 for the top spiral where the mean subject
performance is much higher than the network performance. Use
of such a strategy also explains the high variance of subjects’
responses at locations 4 and 8 for the middle spiral where the
figure direction tends to be biased toward the narrow strip. This
bias appears to be reduced for those subjects who employ such
a high-level strategy. Learning and employing such high-level

Fig. 7. Eight dot locations on the contour of the spirals used in the
psychophysical experiments. The plots on the right show nine percentage
correct values computed from 16 responses at each dot location in a session of
psychophysical experiments (dots) along with the posterior probabilities for
correct DOF of the network model (asterisks). The mean subject performance
across the nine sessions is represented by squares. Note that the percent correct
values for a dot location can be less than nine because of the overlap between
the values from different sessions. The network’s posterior probabilities shown
in the plots are computed by averaging those at the three nearest neighbors of
the corresponding dot locations.

strategies is beyond the scope of the current model and can
be seen as a top-down input into our network, potentially
simulated as a prior cue in the model [2].

V. CONCLUSION

In this paper, we have presented a recurrent integrate-and-fire
neural circuit for inferring DOF from static spatial cues. Infer-
ence in the network is based on the dynamics of neural activities,
with neuronal firing rates of neurons encoding a local represen-
tation of the DOF. Recurrent connectivity enables spatial inte-
gration of these local “beliefs.” We show through simulations
how the network infers DOF, including examples of perceptu-
ally ambiguous figures. Simulation results show that the net-
work is able to account for perceptual ambiguity in DOF, qual-
itatively consistent with human perception. Further comparison
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with the performance of human subjects leads to several factors
that potentially contribute to the quantitative difference between
the model’s performance and psychophysics.

Although the model we present is simple and far from
complete, it provides insight into whether the human visual
system possesses the necessary neural machinery for inferring
figure-ground and locally representing the results of this in-
ference, including the underlying uncertainty. However, there
are several questions for further investigation. One that is
particularly intriguing is what biologically plausible learning
rules could be used to estimate the recurrent and feed-forward
synaptic weights directly from input data. While the network
model we propose is based on the dynamics of neural activities
of cortical neurons, the synaptic weights in the network are
set as simple Gaussians. Learning these synaptic weights from
the input data would be more consistent with the idea that the
visual system exploits the statistics of natural images to infer
properties about the scene.
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