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Abstract

Spiking neural networks (SNNs), as the third generation of artificial neural networks, have unique advantages and are good candidates
for robot controllers. A behavior controller based on a spiking neural network is designed for mobile robots to avoid obstacles using
ultrasonic sensory signals. Detailed structure and implementation of the controller are discussed. In the controller the integrated-and-
firing model is used and the SNN is trained by the Hebbian learning algorithm. Under the framework of SNNs, fewer neurons are
employed in the controller than those of the classical neural networks (NNs). Experimental results show that the proposed controller is

effective and is easy to implement.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Nowadays autonomous navigation for robots has
become one of the most active research areas. The
autonomy of robots depends on the capability of the
robots to explore unknown environments. The controller is
a key issue for realization of the robot’s autonomy. Soft
computing methods have played important roles in the
design of robot controllers. The commonly used soft
computing methods include fuzzy logic methods, neural
networks (NNs), neuro-fuzzy control and genetic algo-
rithms (GA).

Fuzzy logic control has been widely used in robot
navigations [5,35,36]. The evolutionary robots based on
GA have strong adaptability and show great prospects
[25,26]. Since NN controllers do not rely on the system
model, they are suitable for uncertain and highly nonlinear
situations. Moreover, NNs have strong parallel processing,
adaptive and learning capabilities; thus they are popular in
the design of robot controllers. Neuro-fuzzy controllers
have the advantages of neural controllers as well as fuzzy

*Corresponding author. Tel.: +861082614502; fax: +861062650912.
E-mail address: zengguang.hou@jia.ac.cn (Z.-G. Hou).

0925-2312/$ - see front matter © 2007 Elsevier B.V. All rights reserved.
do0i:10.1016/j.neucom.2007.08.025

logic’s knowledge representation, and fuzzy deduction
[12,31]. Reinforcement learning is also a good choice for
the design of robot controllers [38].

Now artificial neural networks (ANNs) are in the third
generation. The above mentioned neural controllers and
the neuro-fuzzy controllers are all based on the first two
generations of NNs. The first generation of ANNS consists
of McCulloch-Pitts threshold neurons, and the second
generation neurons use continuous activation functions to
compute their output signals. The third generation of NNs
is spiking neural networks (SNNs) [37]. The spiking
neurons use pulse codings to incorporate spatial-temporal
information in communication and computation, like real
neurons do. SNNs represent more plausible models of real
biological neurons than classical ones do.

SNNs, which convey information by individual spike
times, have stronger computational power than other types
of NNs. It has been proven that the networks of spiking
neurons can simulate arbitrary feedforward sigmoidal
neural nets and can thus approximate any continuous
function [11,20].

Besides the computation capability, SNNs also show
their capabilities in pattern recognition and classification.
SNNs have been applied to solving high-dimensional
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cluster and nonlinear classifying problems successfully
[4,15,24,30,32].

Though a lot of work have been done on SNNs,
compared with the first two generations of ANNs, SNNs
are still in their preliminary stage because of their relatively
short history. The structure and the training rules are
premature. There are few toolboxes for SNNs. But more
and more people are paying attention to SNNs and trying
to use them in different areas.

Researchers have tried to employ SNNs in the robotic
area. GA is also applied in SNNs to find the optimal
parameters. It has been proven that GA is an effective
method for SNNs. Floreano et al. [8,9] have done a lot of
work on evolution of spiking neural controllers for
autonomous vision-based robots. They used the controller
based on SNNs not only for wheeled robots but also for
flying robots. Hagras et al. [14] presented an adaptive
genetic algorithm to evolve the weights of the SNNs for the
controller. Paolo [27] controlled a light-seeking robot using
spike-timing dependent plasticity (STDP) in combination
with an evolutionary strategy. Florian developed SNNs
that implemented a seeking-push-release drive for a simple
simulated agent to interact with objects [10].

Moreover, Soula et al. [34] used visual flow to train a
recurrent SNN for a robot to avoid obstacles. Alamdari
applied a model of self-organizing SNNs to environment
representation and path planning for mobile robots [1].
Kubota and Nishida [19] proposed a prediction-based
SNN controller using visual perception.

In recent years, a rigorous computational model, i.e. the
liquid state machine (LSM), appeared, and neural micro-
circuits for the implementation of LSMs have become a
new trend for SNNs to be used in reality [13,22].
Burgsteiner et al. used an LSM to predict ball trajectories
by a supervised learning algorithm, with input data from a
video camera mounted on a robot participating in the
robocup [6].

SNNs use temporal and spatial information, so they can
be used for “real” dynamic environments. Spiking neurons
can transmit and receive information through spikes’ time.
This leads to the possibility of fast and efficient imple-
mentations. Compared with the classical NNs, spikes are
conveyed in SNNs, so SNNs have better robustness to
noise. Moreover, spikes can be modeled relatively easily by
digital circuits. As mentioned earlier, SNNs can compute
any function that a second generation network can and
usually with fewer neurons, so the neuro-chip based on
SNNs has smaller size and consumes less power.

Since SNNs’ output is pulses rather than continuous
functions, the classical learning rules based on gradient
decent methods cannot be applied to SNNs directly.

Because of the advantages of SNNs, they are suitable for
robot controller design. In this study an obstacle avoidance
controller based on an SNN is designed for mobile robots.
The input information comes from ultrasonic sensors. In
the proposed controller, the structure of SNN and training
rules are not only effective but also easy to implement.

This paper is organized as follows: Section 2 introduces
the basics of SNNs. Section 3 discusses the principle of the
behavior controller in detail. Section 4 presents the
experimental results. The paper is concluded in Section 5.

2. Spiking neural networks
2.1. Coding with spikes

Neuronal signals can be observed by placing a fine
electrode close to the soma or axon of a neuron. By this
way, the voltage trace in a typical recording shows a
sequence of short pulses, called action potentials or spikes
[21]. The variation of number and the time of spikes carries
different information.

One can imagine at least three types of coding
continuous signals with spikes [23]: (1) The frequency
coding, neurons generate different frequency of spike trains
as a response to different stimulus intensities. (2) Temporal
coincidence coding, tighter coincidence of spikes recorded
from different neurons represent higher stimulus intensity.
(3) The delay coding, different delays of the spikes
represent relative intensities of the different stimulus.

2.2. Spiking neuron and synapse models

Various spiking neuron models exist, such as the spike
response model (SRM model), dynamic firing threshold
model, and integrate-and-fire model (IAF model) [21].
There is also a new type of spiking synaptic model
investigated recently, which is the dynamic synapse (DS)
model [2]. IAF model is relatively simple and effective, so it
is used for the proposed controller in this paper. Detailed
descriptions of IAF model are presented in Section 3.6.

2.3. Training methods

The training algorithms of SNNs can be categorized as
the supervised methods and the unsupervised methods as the
classical NNs do. The unsupervised spike-based learning
methods include long-term depression (LTD) learning, long-
term potentiation (LTP) learning, STDP learning and spike-
based Hebbian learning. Spike-based learning rules has been
developed in [18,28,29,32,33]. In this study, unsupervised
spike-based Hebbian learning [18] is used for the proposed
controller. The supervised spike-based methods include
spikeprop method [3], statistical learning methods, linear
algebra methods, evolutionary methods, spike-based super-
vised-Hebbian learning and so on [17].

3. The principle of the behavior controller based on SNNs

3.1. The schematic diagram and the flow chart of the
controller

The schematic diagram and the flow chart of the
behavior controller are shown in Figs. 1 and 2 respectively.
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3.2. The sonar sensory model

Ultrasonic sensor has some attractive properties, e.g.
cheapness, reliability and so on, which make it widely used
in mobile robots. Ultrasonic sensor systems generally
calculate distance by the time of flight (TOF) method.
The mobile robot CASIA-I used in the simulation has a
peripheral ring of 16 evenly distributed Polaroid ultrasonic
sensors, which is shown in Fig. 3.

In the obstacle-avoidance simulation, the readings of the
sonar sensors from N. 1 to N. 9 are considered. The sensors
are divided into three groups: Group 1, including sensors
from N. 1 to N. 3; Group 2, from N. 4 to N. 6; Group 3,
from N. 7 to N. 9. In each group, the smallest reading will
be the testing result and be used as the input to the
respective sensory neuron.

In the proposed controller, discrete time is used. The
interval of sampling for the sonar sensors is the same as
the interval of updating the connection weights of SNN in
the controller and the speed of the robot. The interval is
denoted as T.

3.3. The structure of the SNN in the behavior controller

There are three groups of sonar sensory information. So
in the input layer of the SNN of the controller, there are
three sensory neurons. In the input layer, there are one
approximate neuron N, and two turning neurons 7r and
TL. In the hidden layer, there are two hidden neurons H
and H,. The role of neuron N, is to judge whether the
opposite obstacle is too close that the robot need to turn
around. The sonar sensors’ reading from Group 2 is fed
into the approximate neuron. When sampling, in the time
window some pulses are put into the turning neurons 7Tr or
Tvr. To which turning neuron pulses are input depends on
what direction the mobile robot should turn to. If the left
direction is preferred when the controller is designed, then
some pulses are put into 7'.. Logically, the robot cannot
turn left and turn right at the same time. So the pulses can
not be put into Tg and 7' at the same time. The controller
is designed for mobile robot CASIA-I which is a wheeled
mobile robot with two driving wheels, so in the output
layer there are two motor neurons. The output spikes of
the 1st motor neuron control the rotating speed of the left
motor and the 2nd motor neuron corresponding to the

Ultrasonic Spiking
sensory sensory R
readings neurons
NN - Algorithm Motor Drivi
roximate rivin

PP — of SNN £

neuron neurons motors
Turning

neurons

Fig. 1. Schematic diagram of the controller.

right motor. The structure of the SNN for the controller is
shown in Fig. 4.

The Ist sensory neuron is an inhibiting neuron to the 2nd
motor neuron, and the 3rd sensory neuron is an inhibiting
neuron to the Ist motor neuron. The 2nd and the 3rd
sensory neurons are all activating neurons to the 2nd motor
neuron, and the 1st and the 2nd sensory neurons are all
activating neurons to the 1st motor neuron. The signs of
the connecting weights for the inhibiting neurons and
the respective motor neurons are negative and that for the
activating neurons and the respective motor neurons are
positive. The initial connecting weight matrix for the sensory
neurons and the motor neurons are set as W = (711 i _11) =
[w(i,)]hx3, where i=1,2, representing the ith motor
neuron; j = 1,2, 3, representing the jth sensory neuron.

The initial weights for the hidden neurons and the motor
neurons equal to 2. The initial weights for the hidden
neurons and the approximate neuron and the turning
neurons are all constant 1.

3.4. Encoding the sonar sensory information into the
frequency coding for the SNN's sensory neurons

In the controller, readings of the sonar sensors are
encoded into spikes by frequency coding in time windows
as the inputs of the sensory neurons. Smaller reading of the
sonar sensor corresponds to fewer spikes in the time
window, and the length of the time windows are the same
for all the sensory neurons.

For example, if the reading of the sonar sensor is
400 mm, then there will be a spike in the time window;
while if the reading of the sonar sensor is 4000 mm, then
there will be 10 spikes in the time window. By this way, the
readings of different groups are encoded into frequency
coding. So the outputs of the sensory neurons are spikes of
different frequencies in the time windows corresponding to
the readings of three groups.

3.5. Coincidence detection for the approximate neuron and
the turning neurons

The reading of the 2nd Group sonar is input to the
approximate neuron N,. The approximate neurons’ coding
is given by

X
Inear =1- 5 (1)

Snear

where x is the reading of the 2nd Group sonar sensor, and
Snear 18 @ constant. The firing threshold for the approximate
spiking neuron N, is 3y, . If Inear =3y, the approximate
neuron is fired and a spike is output.

Temporal coincidence coding is used for the approx-
imate neuron N, the turning neurons 7'r and 7. That is,
if Tg and N, are fired at the same time, H; is fired and a
spike is output, which is shown in Fig. 5(a); if Tr and N,
are fired at the same time, H is fired and a spike is output
from H,, which is shown in Fig. 5(b).
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Fig. 2. Flow chart of the mobile robot behavior controller.

3.6. Integrated-and-firing model with refractory period in
the SNN of the controller

The IAF model is an important example in the
class of ‘‘threshold-fire models” [7,21]. In the SNN
of the behavior controller, IAF model with refractory
period as the spiking neuron model for the motor
neurons is used. ¢ in this section denotes time in the time

window and the length of the time window is 100ms
in the designed controller. The details of the model
used in the controller are in the following subsections:

3.6.1. The activating potential of incoming spikes

The activating potential of incoming spikes for the
motor neurons includes two parts: Ul(7) and U(r). Ul(2)
represents the total activating potential of incoming spikes
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Fig. 4. Structure of SNN in the controller.

from the sensory neurons to the ith motor neuron at time ¢
through the connecting weight wy, and U f(l) represents the
activating potential of incoming spikes from the hidden
neurons to the ith motor neuron at time ¢ through the

connecting weight w3 :
U} (0= ijly)wg‘/S(l‘ — ?;f))a

UHD = St = i), ©

where tl(f) represents the spikes’ emitting time of the jth

sensory neuron in the time window, and tg) represents the
spikes’ emitting time of the kth hidden neuron in the time
window.

() = Lexp (_ Ti) 3)

where 7, is a time constant.

3.6.2. The membrane potential of the motor neuron

Vi(¢), the membrane potential of the ith motor neuron, is
updated by the activating potential of incoming spikes as
follows:

1 2 : 1 2 Test
Vi) = { Ui+ Ui i Uj0+ U0z1

Jrrest otherwise.

If the sum of U 11 (¢) and Uf(t) is lower than the resting
potential V™ (where V™! = 0), the membrane potential is
set to the resting potential P,

3.6.3. Generation of spike for the motor neuron

O;(t) represents the output of the ith motor neuron. If
the membrane potential of the motor neuron is larger than,
or equal to, a threshold &, the motor neuron is fired and
emits a spike. At this time O;(f) = 1 and the membrane
potential is set to V™; otherwise O;(7) is set to 0 (there is
no spike) and the membrane potential remains as same as
the previous.

1 if Vi)=9,
0 otherwise.

0i(1) = { (%)

Suppose n; and n, are the numbers of the emitting spikes
of the motor neurons 1 and 2 in the time windows. n; and
n, can determine the angular velocities of the driving
wheels of the wheeled mobile robot respectively.

After the motor neuron emitting a spike, its membrane
potential remains as V™" and will not change during the
refractory period 6°%.

How the IAF model with refractory period is used in the
spiking motor neuron is explained next. The following data
are obtained from the process of the robot’s roam and
obstacle-avoiding simulation: the connecting weights
W = (_2f2536 ;gg% 73?6‘(‘)290)’ the readings of the three groups
of sonar sensors are 3752.9, 1758.2, 1729.8 mm and these
data are encoded into pulse frequency codings for the
spiking sensory neurons. The incoming activating potential
for the motor neuron 2 can be calculated according to
Eqgs. (2), (4), and the results are shown in Fig. 6(a). The
membrane potential and the output pulse of the motor
neuron 2 are illustrated in Fig. 6(b), (¢). In Fig. 6(b), when
t =29ms the incoming activating potential reached the



660 X. Wang et al. | Neurocomputing 71 (2008) 655-666

a b
A A
N, N,
t t
A A
t t
\ ! . !
H, | H,

t

Fig. 5. Coincidence detection coding in the controller.

firing threshold, the motor neuron output one spike and
entered into the refractory period. In the simulation the
refractory period is 20ms, so the period during 7=
29~49ms is the refractory period, and the membrane
potential of the motor neuron 2 is resting potential V™"
(here V™' = 0). After the refractory period, the membrane
potential of the motor neuron is also calculated by Eq. (4).
By calculation, when ¢=50,72,95ms the membrane
potential of the motor neuron reached the firing threshold,
and one spike was output, later the membrane potential of
the motor neuron entered into the refractory period, all
these are shown in Fig. 6.

3.7. Tuning the synaptic weights of the proposed controller
by the unsupervised spike-based Hebbian rule

The Hebbian learning algorithm, which is correlation-
based, is an important mechanism for the tuning of neural
connections during development and thereafter. The
Hebbian learning rule has been widely used in many
NNs. In the behavior controller the connecting weights for
the sensory neurons and motor neurons are updated by the
spike-based Hebbian learning rules. Here the formula that
Richard Kempter used in SNNs [18] is adopted. The
formula is simplified as

Awi(t) =1 > W(s, 1), (6)
NG

where / is the learning rate; ¢ is the sampling time of the
sonar sensory information and is also the time when
synaptic weights are updated; s is the delay between
presynaptic spike arrival and postsynaptic firing, and

s = 1 (k) — £(ky), @

Where /; (k) is the time of the k;th spike of the jth sensory
neuron in the given time window; 7/(k;) is the time of the
kith spike of the ith motor neuron in the given time
window.

W (s, t) is used as a learning window function [18], and

W(s,t)
s s s
o2 -2) oo (-2)
for =0, ®)
B s —s
A, exp <——> + A_exp (—)
T4+ T_
for s<0

where 7,,7_,7¥" are time constants. 7, and 7_ are
also time constants, and 7, = "1, /(Y +1,), T_ =
7 /(z¥" + 17_). The dimensionless constants A4, and
A_ determine the strength of synaptic potentiation and
depression respectively. A detailed explanation of the
choice of the learning window of the Hebbian learning
algorithm can be found in [18] and its related references.
At last the connecting weights are updated by

wi = 9 5 wy(0) + Awy(0), )
where rdis (pdis
weights.

€ (0, 1)) is a discount rate for the connecting

3.8. The kinematic model of the mobile robot

In this study, the mobile robot shown in Fig. 7 is a system
subject to nonholonomic constraints. In a 2-dimensional
Cartesian space, its pose is represented by

q=(x,0)", (10)

where (x, )" is the position of the robot in the reference
coordinate system XOY, and the heading direction 6 is
taken counterclockwise from the positive direction of
X-axis. X’O'Y’ is the coordinate for the robot system.
The rectangle in solid line represents the camera, and the
rectangles in dashed line represents the wheels.

If Ar is small enough, the mobile robot’s trajectory
can be approximated by the following equation from
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Fig. 6. Membrane potential and outputting pulses for the motor neuron.

(a) Activating potential of incoming spikes. (b) Membrane potential of the
motor neuron 2. (¢) Outputting pulses of the motor neuron 2.

t to t+kAt:
x(k + 1) = x(k) 4+ vcos(0(k))At,
y(k + 1) = y(k) + vsin(0(k))At, (11)

0k 4+ 1) = 0(k) + w(k)At,
where k is an integer and k = 1,2,...,[1/A1].
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b
r Wr
B x ((m) (12)
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-
I
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O

Fig. 7. Illustration of the mobile robot’s pose.

where v and w are the linear and angular velocities of the
mobile robot. w; and w; are the angular velocities of the
right wheel and the left wheel respectively. r is the radius of
the wheel, and b is the half distance between the two
driving wheels.

3.9. Discussion about the robot’s velocity

From Eq. (12) the following equation can be derived:
r

r.r

2 2 o Or
L _L ()] ’
2b 2b

where w, = ny X p, w; = n; x p, nj, np are the number of
the outputting pulses from the motor neuron 1 and 2.
p represents the angular velocity per outputting pulse and
its unit is rad/s.

T is the time interval for updating the robot’s velocities

according to the motor neurons’ outputting pulse. During
each 7, the maximum linear velocity of the robot should
satisfy the following inequality:
Vmax = % (Ory + Ol ) < M, (13)
where vpnax 1S the maximum linear velocity of the robot
during the time interval T, dops,,, 1s the minimum distance
between the robot and obstacles, and dgp 1s the safe
threshold for the distance between the robot and the
obstacle.

oy, and oy are as follows:

max

c(‘)l'max = nzmax X P, (14)
Olyay = Mipax X D-

ny_, np_ satisfy the following inequalities:

max 2 max
ty
max > 53[}5

f (15)

ni
nzmax =

According to Egs. (13)—(15), the following inequality can
be obtained:
ly dobst,mn - dsafe
réabsp< T ’

(16)
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where t,, is the length of the time window and ¢, = 100 ms
in the designed controller. In each 7, Eq. (16) and v =
r/2(ny 4+ n2)p <vmax should be met to ensure that the robot
roam with obstacle free.

In the experiment, p =0.5rad/s, w, =ny x 0.5rad/s,
w =n; x 0.5rad/s.

4. Experiments

4.1. The parameters of the robot and the controller in the
simulation

In the simulation, the parameters of the robot are:
b =225mm, r = 50 mm.

The length of the time windows for pulse encoding of the
sensory neurons and the motor neurons is 100 ms. The
initial connecting weights W = (', ]7'). T. the interval
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time of the sensors’ sampling, the update of the weights and
the speed of the simulated robot is 1s. The resting potential
't = 0. The learning rate /= 0.1, the discount rate
rds = 0.8, At for calculating the trajectory of the robot is
10ms. The constants for the Hebbian learning window
functions W(s) are: A, =1, A_-=-1, 7, =1ms,
7_ = 20ms, ™" = 5ms. The time constant t, for ¢ function
is 8 ms.

4.2. Experimental results

4.2.1. Experimental results for different initial locations and
poses

The obstacle avoidance and roam simulations are
performed for the mobile robot. By using the designed
controller described in Section 3, 20 different starting
positions are selected for the robot with various initial
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Fig. 8. Experimental results for various initial poses and locations of the robot. (a) Initial ¢ is (0, —2400,90°). (b) Initial ¢ is (—3000,0,0°). (c) Initial g is

(2500, 0, 180°). (d) Zooming in for (c).
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poses. The robot can avoid the obstacle successfully for all
the starting situations. The simulation environment is a
square area with walls, and the size of the square area is
7070 x 7070 mm?2. 5*® represents the refractory period, 9
represents the firing threshold, and / is the learning rate for
tuning the connecting weights. Fig. 8 shows some of those
trajectories when the robot has different initial poses and
1=0.1,0" =20ms, 9 =1.5. In Fig. 8 the small circles
represent the locations of the robot at the sampling time
and the sampling interval is 1 ms. The thin lines represent
the trajectories of the robot and “*” stands for the initial
position of the robot. In the square area, the thick lines
stand for the obstacles and the walls around. From the
simulation it can be seen that the obstacle-avoiding
controller based on SNNss is effectively.
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4.2.2. Experimental results for the controller with and
without Hebbian learning

NNs have learning ability and can improve their
properties by learning. In the proposed controller, the
unsupervised spike-based Hebbian learning algorithm is
used and the controller can be trained on line. To illustrate
the role of the Hebbian learning algorithm in the
controller, the simulations are carried out under the two
conditions: (1) The connecting weights are tuned by the
Hebbian learning algorithm. (2) The connecting weights
are not tuned and just remain the same.

In this simulation the initial pose of the robot is
(0, —2400, 90°), the refractory period of the spiking motor
neuron is 6°® = 10ms, 9% = 0.9. The other parameters
are the same as the previous sections. The robot’s

5000

4000

3000

2000

1000

0

Y (mm)

-1000

-2000

-3000

-4000

5000 | | | | . .
-5000 -4000 -3000 -2000 -1000 O 1000 2000 3000 4000 5000

X (mm)

5000

4000 r

3000 [

2000 +

1000

0

Y (mm)

-1000 r

-2000

-3000 [

-4000 [

5000 | 1 1 I . . |
-5000 -4000 -3000 -2000 -1000 O 1000 2000 3000 4000 5000

X (mm)
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trajectories for the controller with Hebbian learning
are shown in Fig. 9(a) and (b), and those for the
controller without Hebbian learning are shown in
Fig. 9(c) and (d). When the connecting weights and the
robot’s velocity are updated, a learning step is finished.
In this simulation the interval between the two learning
steps is Is. Fig. 9(c), (d) are the obstacle avoidance
behavior when the controller without learning. Through
Hebbian learning the controller can make the robot find an
obstacle-free path by learning from the environment and
at last reached into an equilibrium state. When in the
equilibrium state the robot always follows the same
obstacle-free path. The controller without learning can
avoid the obstacle in some extent, but its obstacle-avoiding
effect is worse than that of the controller with Hebbian
learning.
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4.2.3. Experimental results for different firing thresholds
and refractory periods

For different firing threshold and refractory period,
different trajectories for the robot are obtained when its
pose ¢ at the starting point is (2500, —2000, 90°).

In Fig. 10(a) and (b), the refractory period are 10 ms, and
that for Fig. 10(c), (d) are 25ms. The firing threshold 1.5
for Fig. 10(a) and (d), and 1 for Fig. 10(b), (c).

The refractory period and the firing threshold of the
spiking neuron affect the output spikes of the SNNs
directly, while the number of emitting spikes decides the
angular velocities of the wheels of the mobile robot. Using
the same sensory information, if the threshold is smaller,
there are more emitting spikes in the time window, and the
ratio |(n — np)/(n; + ny)| is smaller than that of the larger
threshold. So the curvature of the turning around
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trajectory will be smaller, as shown in Fig. 10. Similarly,
the smaller refractory period, there will be more emitting
spikes in the time window, and the smaller |(rn; — ny)/(n; +
m)| is. So the curvature of the trajectory will also be
smaller, as shown in Fig. 10.

5. Conclusions

A novel behavior controller for mobile robots based on
SNNs using ultrasonic sensory information is designed.
Detailed descriptions for the controller are given in this
paper. The ultrasonic information is encoded into fre-
quency codings for the sensory neurons. In the controller,
the spiking neurons adopt the IAF model with refractory
period, and the SNN is tuned by the unsupervised-spike-
based Hebbian learning algorithm. Compared with
the classical NNs, fewer spiking neurons are used in the
controller and the training method is relatively simple. The
simulation results show that the controller can be used in
obstacle avoidance successfully. The angular velocities of
the mobile robot’s driving wheels can be controlled by
the emitting spikes of the motor neurons directly. The
controller has simple structure and can be implemented
easily. Efforts are underway on how to set optimal
parameters and select the proper training methods for the
SNNSs.
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