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Chinese room

From Wikipedia, the free encyclopedia

The Chinese roomargument comprises a thought
experiment and associated arguments by John Se
(1980), which attempts to show that a symbol-
processing machine like a computer can never be
properly described as having a "mind" or
"understanding”, regardless of how intelligentlyniay
behave.
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Chinese room thought experiment

Searle's thought experiment begins with this hyginthl premise: suppose that artificial intelligenc
research has succeeded in constructing a compatielbéhaves as if it understands Chinese. It takes
Chinese characters as input and, by following tis&iictions of a computer prograproduces otht
Chinese characters, which it presents as outppp&e, says Searle, that tb@mputer performs i
task so convincingly that it comfortably passesTheng test: it convinces a human Chinese
speaker that the program is itself a human Chispsaker. To all of the questions that the human
asks, it makes appropriate responses, such thatlangse speaker would be convinced that he or
she is talking to another Chinese-speaking humamgbe

Some proponents of artificial intelligence wouldhclude that the computer "understands” Chinese.
[1] This conclusion, a position he refers to as strdhgs the target of Searle's argument.

Searle then asks the reader to suppose that haislosed room and that he has a book with an
English version of the aforementioned computer @ot along with sufficient paper, penci
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erasers and filing cabinets. He can receive Chioleamcters (perhaps through a slot in the door),
process them according to the program's instrugtiand produce Chinese characters as output. As
the computer had passed the Turing test this way/fair, says Searle, to deduce that the human
operator will be able to do so as well, simply bgming the program manually.

Searle asserts that there is no essential differbatween the role the computer plays in the first
case and the role the human operator plays irattex.| Each is simply following a program, step-by-
step, which simulates intelligent behavior. And, \&#arle points out, the human operator does not
understand a word of Chinese. Since it is obvibas he does not understand Chinese, Searle
argues, we must infer that the computer does mi¢nstand Chinese either.

Searle argues that without "understanding” (whdbpbphers call "intentionality”), we cannot
describe what the machine is doing as "thinkinggc&use it does not think, it does not have a
"mind" in anything like the normal sense of the diaxccording to Searle. Therefore, he concludes,
"strong Al" is mistaken.

History

Searle's argument first appeared in his paper "8iBdains, and Programs", published in
Behavioral and Brain Scienc in 19801 It eventually became the journal's "most influahtarget
article" [2] generating an enormous number of commentariesesmpinses in the ensuing decades.

Most of the discussion consists of attempts totegitu "The overwhelming majority,” not&BS

editor Stevan Harnad, "still think that the Chin&®m Argument is dead Wronb3.]"The sheer
volume of the literature that has grown up arounasipired Pat Hayes to quip that the field of
cognitive science ought to be redefined as "themggresearch program of showing Searle's

Chinese Room Argument to be faldd."

Despite the controversy (or perhaps because dhé)paper has become "something of a classic in
cognitive science," according to Harridbvarol Akman agrees, and has described Searle&s pap
"an exemplar of philosophical clarity and puri{fil'.

Searle's targets: "strong Al" and computationalism

Although the Chinese Room argument was originaigsented in reaction to the statements of Al
researchers, philosophers have come to view ih asportant part of the philosophy of mind. It is a

challenge to functionalism and the computationabti of mind®! and is related to such guestions
as the mind-body problel[ﬁ], the problem of other mind&, the symbol-grounding problem and the
hard problem of consciousndSk.

Strong Al

Searle identified a philosophical position he c&lsong Al'":

The appropriately programmed computer with thetrighuts and outputs would thereby have a
mind in exactly the same sense human beings havestl

The definition hinges on the distinction betwesmulatinga mind andactually havinga mind.
Searle writes that "according to Strong Al, thereor simulation really is a mind. According to

Weak Al, the correct simulation is a model of thigaigr110]

The position is implicit in some of the statemavitgarly Al researche and analysts. For examp
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in 1955, Al founder Herbert Simon declared thaeféhare now in the world machines that think,
that learn and creaté!] and claimed that they had "solved the venerabielfhody problem,

explaining how a system composed of matter can trevproperties of mind22] John Haugeland
wrote that "Al wants only the genuine articheachines with mindsn the full and literal sense. This
IS not science fiction, but real science, based treoretical conception as deep as it is daring:

namely, we are, at roatpmputers ourselves$ts]

Searle also ascribes the following positions tooadtes of strong Al:

= Al systems can be used to explain the miffd;
= The study of the brain is irrelevant to the stufijhe mindt®! and
= The Turing test is adequate for establishing thstemce of mental staté!

Strong Al as philosophy

Stevan Harnad argues that Searle's depictionsarfgsAl can be reformulated as "recognizable
tenets ocomputationalisma position (unlike 'strong Al') that is actuatigld by many thinkers, and

hence one worth refutiném ComputationalierS] is the position in the philosophy of mind which
argues that the mind can be accurately describad aformation-processing system.

Each of the following, according to Harnad, isenét" of computationalisﬁjr.gl

= Mental states are computational states (which ¥ edgmputers can have mental states and
help to explain the mind);

= Computational states are implementation-independeit other words, it is the software that
determines the computational state, not the haml@elich is why the brain, being hardware,
is irrelevant); and that

= Since implementation is unimportant, the only efoplrdata that matters is how the system
functions; hence the Turing test is definitive. Jlast point is a version of functionalism.

Searle accuses strong Al of dualism, the ideath®aimind and the body are made up of different
"substances". He writes that "strong Al only magesse given the dualistic assumption that, where

the mind is concerned, the brain doesn't matt&hre rejects any form of dualism, writing that
"brains cause mind&l! and that "actual human mental phenomena [are|ndkgpe on actual

physical-chemical properties of actual human btdrd a position called "biological
naturalism" (as opposed to alternatives like bahaigsm, functionalism, identity theory and

dualism)[zz]

Searle's argument centers on "understanding" —ghatental states with what philosophers call
"intentionality” — and does not directly addresseastclosely related ideas, such as "intelligenece"” o
"consciousness"”. David Chalmers has argued th#tetoontrary, "it is fairly clear that

consciousness is at the root of the matfei".

Strong Al v. Al research

Searle's argument does not limit the intelligenad which machines can behave or act; indeed, it
fails to address this issue directly, leaving offenpossibility that a machine could be built taets
intelligently but does not have a mind or intenélity in the same way that brains do.

Since the primary mission of artificial intelligemcesearch is only to create useful systems that ac

intelligently, Searle's arguments are not usuallysadered an issue for Al research. Stuart Russell
andPeter Norvii observe that most Al researcl "don't care about the strong Al hypoth—as
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long as the program works, they don't care whetbarcall it a simulation of intelligence or real
intelligence. 2]

Searle's "strong Al" should not be confused witihdlsg Al" as defined by Ray Kurzweil and other

futurists!2%! who use the term to describe machine intelligehaerivals human intelligence.
Kurzweil is concerned primarily with thremountof intelligence displayed by the machine, whereas
Searle's argument sets no limit on this, as longiasinderstood that it is merely a simulatioml an
not the real thing.

Replies

Replies to Searle's argument may be classifiedrditmpto what they claim to sholg?]
Those which identifywvho speaks Chinese;

Those which demonstrate how meaningless symbolb@amme meaningful;

Those which suggest that the Chinese room shoutddesigned in some way; and
Those which demonstrate the ways in which Seatgisment is misleading.

Some of the arguments (robot and brain simulafmmexample) fall into multiple categories.

System and virtual mind replies: finding the mind

These two replies attempt to answer the questinoethe man in the room doesn't speak Chinese,
whereis the "mind" that does? These replies addreskdh@ntological issues of mind vs. body and
simulation vs. reality.

Systems reply[.27] The "systems reply" argues that it is thi@ole systerthat understands Chinese,
consisting of the room, the book, the man, the pdpe pencil and the filing cabinets. While the

man by himself can only understand English, thepleta system can understand Chinese. The man
is part of the system, just as the hippocampuserof the brain. The fact that the man doesn't
understand Chinese is irrelevant and is no mongrisurg than the fact that the hippocampus
understands nothing by itself.

Searle responds to this position by asking whapéag if the man memorizes the rules and keeps
track of everything in his head. Then, Searle asgtiee only component of the system is the man
himself. Searle argues that if the man doesn'tnstaled Chinese then the system (which Searle says
consists only of the man) doesn't understand Caisgtker and the fact that the mawpearsto

understand Chinese proves noth[i%fﬂ.

Searle suggests with his response that by memgria program, the program has become part of
the man—nbut for the program, which understands €@nthe man is still simply providing the
hardware on which it runs. This type of elaboratbthe system reply is called thigtual mind

reply.

Virtual mind reply. [29] A more subtle version of the systems reply is thatChinese-speaking
mind in Searle's room is a "virtual mind", simitarthe virtual machines used in computer science.
A fundamental property of computing machinery sttbne machine can "implement" another: any

(Turing complete) computer can do a step-by-stepilsition of any other machiné? In this way, a
machine can simultaneously be two machines at docexample, it can be a Macintosh angad
processor at the same time. A virtual machine dégpen the hardware (in that if you turn off the
Macintosh, you turn off the word processor as wghY is different from the hardware. (This is how
the position resists dualism: there can be two mna&shn the same place, both made of the same
substance, if one of themvirtual.) A virtual machine is als "implementation independent" in tr
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it doesn't matter what sort of hardware it runsaRC, a Macintosh, a supercomputer, a brain or
Searle in his Chinese rodit!

To clarify the distinction between the systemsyegpid virtual mind reply, David Cole notes that a
program could be written that implements two miatience—for example, one speaking Chinese
and the other Korean. While there is onhe system and only one man in the room, therebaayr

unlimited number of "virtual mindg32!

Searle would respond that such a mind is only aulsiion. He writes: "No one supposes that
computer simulations of a five-alarm fire will butime neighborhood down or that a computer

simulation of a rainstorm will leave us all drendli&3! Nicholas Fearn responds that, for some
things, simulation is as good as the real thingh&A/we call up the pocket calculator function on a
desktop computer, the image of a pocket calcubgtpears on the screen. We don't complain that it

isn'treally a calculator', because the physical attributebetlevice do not mattei?4! The questio
is, is the human mind like the pocket calculatssentially composed of information? Or is it like
the rainstorm, which can't be duplicated usingtdighformation alone? (The issue of simulation is
also discussed in the article synthetic intelligehc

What they do and don't prove.These replies provide an explanation of exactly wins that
understands Chinese. If there is sometlhiegidegshe man in the room that can understand Chinese,
Searle can't argue that (1) the man doesn't urather€2hinese, therefore (2) nothing in the room
understands Chinese. This, according to those wdi@this reply, shows that Searle's argument

fails to prove that "strong Al" is faldé®!

However, the replies, by themselves, do not prbaegtrong Al idrue, either: they provide no
evidence that the system (or the virtual mind) usi@ads Chinese, other than the hypothetical
premise that it passes the Turing Test. As Seaitesv'the systems reply simply begs the question

by insisting that system must understand Chink&d."

Robot and semantics replies: finding the meaning

As far as the man in the room is concerned, thebsysrhe writes are just meaningless "squiggles.”
But if the Chinese room really "understands” whiatsaying, then the symbols must get their
meaning from somewhere. These arguments attengpintoect the symbols to the things they
symbolize. These replies address Searle's conabma intentionality, symbol grounding and
syntax vs. semantics.

Robot reply.[38] Suppose that instead of a room, the program veaglinto a robot that could
wander around and interact with its environments T¥ould allow a "causal connection" between
the symbols and things they represent. Hans Morewaunents: 'If we could graft a robot to a
reasoning program, w&ouldn't need a person to provide the meaning angnit would come fror

the physical world 7]

Searle’s reply is to suppose that, unbeknownsgteaartdividual in the Chinese room, some of the
inputs he was receiving came directly from a cameoanted on a robot, and some of the outputs
were used to manipulate the arms and legs of tha&.rdlevertheless, the person in the room is still
just following the rules, andoes not know what the symbols mezearle writes "he doesste

what comes into the robot's eyé%f?]' (See Mary's room for a similar thought experiment.

Derived meaning[39] Some respond that the room, as Searle descrjbgesonnected to the world:
through the Chinese speakers that it is "talkingdnd through the programmers who designed the
knowledge base in his file cabinet. The symbolsiaaipulatesre already meaningfuthey're just
not meaningful tchim.
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Searle complains that the symbols only have avddtimeaning, like the meaning of words in
books. The meaning of the symbols depends on thecamisunderstanding of the Chinese spea
and the programmers outside the room. The roonordityy to Searle, has no understanding of its

own [40]

Commonsense knowledge / contextualist repl§t! Some have argued that the meanings of the
symbols would come from a vast "background"” of canasense knowledge encoded in pinegran
and the filing cabinets. This would provide a "@xit that would give the symbols their meaning.

Searle agrees that this background exists, bubls kot agree that it can be built into programs.

Hubert Dreyfus has also criticized the idea that"ttackground™” can be represented symbolically.
[42]

What they do and don't prove To each of these suggestions, Searle's respotise $ame: no
matter how much knowledge is written into the pemgrand no matter how the program is
connected to the world, he is still in the room fpafating symbols according to rules. His actions
are syntactic and this can never explain to himtwheasymbols stand for. Searle writes "syntax is

insufficient for semanticd4!

However, for those who accept that Searle's acsonalate a mind, separate from his own, the
important question is not what the symbols mia8earle what is important is what they metan
the virtual mind While Searle is trapped in the room, the virtualans not: it is connected to the
outside world through the Chinese speakers it spegkhrough th@rogrammers who gave it wol
knowledge, and through the cameras and other setigirroboticists can supply.

Brain simulation and connectionist replies: redesiging the room

These arguments are all versions of the systenhgtiegd identify a particulakind of system as

being important. They try to outline what kind afystem would be able to pass the Turing test and
give rise to conscious awareness in a machinee(tatt the "robot" and "commonsense
knowledge" replies above also specify a certain kihsystem as being important.)

Brain simulator reply [44] Suppose that the program simulated in fine d#tailaction of every
neuron in the brain of a Chinese speaker. Thisgthens the intuition that there would be no
significant difference between the operation ofgghegram and the operation of a live human brain.

Searle replies that such a simulation will not hes@oduced the important features of the brain —
its causal and intentional states. Searle is adathan"human mental phenomena [are] dependent

on actual physical-chemical properties of actuahan brains [2°]

Two variations on the brain simulator reply are:

China brain.l*] What if we ask each citizen of China to simulate aeuron, using the
telephone system to simulate the connections betarens and dendrites? In this version, it
seems obvious that no individual would have anyewstdnding of what the brain might be
saying.

Brain replacement scenarid®®! In this, we aresked to imagine that engineers have inve
a tiny computer that simulates the action of aimvddal neuron. What would happen if we
replaced one neuron at a time? Replacing one waei#dly do nothing to change conscious
awareness. Replacing all of them would create iaticopmputer that simulates a brain. If
Searle is right, then conscious awareness mugibsi during the procedure (eith
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gradually or all at once). Searle's critics ardwa there would be no point during the

procedure when he can claim that conscious awasemes and mindless simulation begins.
[47]

Connectionist replies[48] Closely related to the brain simulator reply, ttlsms that a massively
parallel connectionist architecture would be capalblunderstanding.

Combination reply.[49] This response combines the robot reply with tlénbsimulation reply,
arguing that a brain simulation connected to thddwhrough a robot body could have a mind.

What they do and don't prove Arguments such as these (and the robot and cosenea
knowledge replies above) recommend that Searlets twe redesigned. Searle's replies all point out
that, however the program is written or howeves tonnected to the world, it is still being
simulatedby a simple step by step Turing complete machinen@chines). These machines are still
just like the man in the room: they understand imgtlanc don't speak Chinese. They are merely
manipulating symbols without knowing what they mean

Searle also argues that, if features like a robditor a connectionist architecture aequired then

strong Al (as he understands it) has been abandgHegither (1) Searle's room can't pass the
Turing test, because formal symbol manipulationgfyuring complete machine) is not enough, or
(2) Searle's roomould pass the Turing test, but the Turing test is néfigent to determine if the
room has a "mind." Either way, it denies one ordtteer of the positions Searle thinks of "strong
Al", proving his argument.

The brain arguments also suggests that computedioth provide amexplanationof the human mind
(another aspect of what Searle thinks of as "st@ig They assume that there is no simpler way to
describe the mind than to create a program thjasisas mysterious as the brain was. He writes "l
thought the whole idea of strong Al was that we'dioeed to know how the brain works to know

how the mind works!®1]

Other critics don't argue that these improvemersecessaryor the Chinese room to pass the
Turing test or to have a mind. They accept the erhat the room as Searle describes it does, in
fact, have a mind, but they argue that it is diffico see—Searle's description is correct, but
misleading By redesigning the room more realistically thepé&do make this more obvious. In this
case, these arguments are being used as appedlstion (see next section). Searle's intuition,
however, is never shaken. He writes: "I can hayefarmal program you like, but I still understand

nothing.'[52]

In fact, the room can just as easily be redesigo@gakenour intuitions. Ned Block's "blockhead"
argument (Block 1981) suggests that the prograndgcoutheory, be rewritten into a simple lookup
table of rules of the form "if the user writS8sreply withP and goto X". Any program can be

rewritten (or "refactored") into this form, eveiain simulation®3! In the blockhead scenario, the
entire mental state is hidden in the letter X, whepresents a memory address—a number
associated with the next rule. It is hard to vieagathat an instant ajur conscious experience car
captured in a single large number, yet this is #xadhat "strong Al" claims.

Speed, complexity and other minds: appeals to inttion
The following arguments (and the intuitive intetatens of the arguments above) do not directly
explain how a Chinese speaking mind could exi§earle's room, or how the symbols he

manipulates could become meaningful. However, @ doubts about Searle's intuitions they
support othe positions, such as the system and robot re
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Speed and complexity replie£54] The speed at which our brains process informasi¢ghy some

estimates) 100,000,000,000 operations per seleghseveral critics point out that the man in the
room would probably take millions of years to resgp@o a simple question, and would require
"filing cabinets" of astronomical proportions. Thisngs the clarity of Searle's intuition into doub

An especially vivid version of the speed and comipjereply is from Paul and Patricia Churchland.
They propose this analogous thought experiment:

Churchland's luminous room°6] Suppose a philosopher finds it inconceivable ligat is
caused by waves of electromagnetism. He could tgcaimlark room and wave a magnet up
and down. He would see no light, of course, anddud claim that he had proved light is not
a magnetic wave and that he has refuted Maxwejllatoons. The problem is that he would
have to wave the magnet up and down somethingtbkge000,000,000,000 times a second in
order to see anything.

Several of the replies above address the issuenoplexity. Theconnectionist reply emphasizes f

a working artificial system would have to be as ptex and as interconnected as the human brain.
The commonsense knowledge reply emphasizes thgiragyam that passed a Turing test would
have to be "an extraordinarily supple, sophistdasad multilayered system, brimming with 'world

knowledge' and meta-knowledge and meta-meta-kn@elees Daniel Dennett explaifré!]

Stevan Harnad is critical of speed and complexapties when they stray beyond addressing our
intuitions. He writes "Some have made a cult oespand timing, holding that, when accelerated to
the right speed, the computational may make a pinassition into the mental. It should be clear
that is not a counterargument but merel\adrhocspeculation (as is the view that it is all just a

matter of ratcheting up to the right degree of 'ptmity.')"[58]

Other minds reply.[59] This reply points out that Searle's argumentJvsraion of the problem of
other minds, applied to machines. There is no wayan determine if other people's subjective
experience is the same as our own. We can only shair behavior (i.e., by giving them our own
Turing test). Critics of Searle argue that he iglimg the Chinese room to a higher standard than we
would hold an ordinary person.

Nils Nilssor writes "If a program behaves ifit were multiplying, most of us would say thaisit in
fact, multiplying. For all I know, Searle may orblg behavings if he were thinking deeply about
these matters. But, even though | disagree with hisisimulation is pretty good, so I’'m willing to

credit him with real thought[.f'}O]

Alan Turing (writing 30 years before Searle presdritis argument) noted that people never
consider the problem of other minds when dealirip wach other. He writes that "insteadacduing

continually over this point it is usual to have paite convention that everyone think&! The
Turing test simply extends this "polite conventida'machines. He doesn't intend to solve the

problem of other minds (for machines or people) la@dloesn't think we need 5]

Searle believes that there are "causal propeitiestir neurons that give rise to the mind. However,
these causal properties can't be detected by arudaele the mind, otherwise the Chinese Room
couldn't pass the Turing test—the people outsideld be able to tell there wasn't a Chinese s

in the room by detecting their causal properti@scé&they can't detect causal properties, they can'
detect the existence of the mental. Russell & Np(2D03) argue that this implies the human mind,
as Searle describes it, is epiphenomenal: thaagts no shadow.” To make this point clear, Daniel
Dennet suggests this version of the "other minds" re
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Dennett's reply from natural selection!63] Suppose that, by some mutation, a human being
is born that does not have Searle's "causal piepéliut nevertheless acts exactly like a
human being. (This sort of animal is called a "za@hin thought experiments in the
philosophy of mind). This new animal would reprodyast as any other human and
eventually there would be more of these zombiesufdhselection would favor the zombies,
since their design is (we could suppose) a bit Emventually the humans would die out.
So therefore, if Searle is right, it's most likéiyat human beings (as we see them today) are
actually "zombies," who nevertheless insist theyamnscious. This suggests it's unlikely that
Searle's "causal properties” would have ever edolvehe first placeNature has no incenti

to create them.

Searle disagrees with this analysis and insistsabkanust "presuppose the reality and knowability

of the mental 4! and that "Thestudy of the mind starts with such facts as thaténs have belief
while thermostats, telephones, and adding macluioe’s ... what we wanted to know is what

distinguishes the mind from thermostats and ivE¥. He takes it as obvious that we can detect the
presence of other minds and dismisses this repheig off the point.

What they do and don't prove These arguments apply only to antuitions. (As do the argumer
above which are intended to make it seem more iplaukat the Chinese room contains a mind,
which can include the robot, commonsense knowleigen simulation and connectionist replies.)
They do not directly prove that a machine can aftdeave a mind.

However, some critics believe that Searle's argumaties entirely on intuitions. Ned Block writes
"Searle's argument depends for its force on imtudtithat certain entities do not thifR>! Daniel

Dennett describes the Chinese room argument agstaiition pump'[66] and writes "Searle's thou
experiment depends, illicitly, on your imaginingpteimple a case, an irrelevant case, and drawing

the 'obvious' conclusion from it®”]

These arguments, if accepted, prevent Searle flamiag that his conclusion is obvious by
undermining the intuitions that his certainty reqsi

Formal arguments

Searle has produced a more formal version of ttpenaent of which th&€hinese Room forms a pe
He presented the first "excessively crd"version in 1984. The version given below is from
1990[69]

The part of the argument which should be controakis A3 and it is this point which the Chinese
room thought experiment is intended to prg\f’é.

He begins with three axioms:

(Al) "Programs are formal (syntactic).”
A program uses syntax to manipulate symbols and payattention to the semantics of
the symbols. It knows where to put the symbolsfams to move them around, but it
doesn't know what they stand for or what they m&anthe program, the symbols are
just physical objects like any others.

(A2) "Minds have mental contents (semantics)."

Unlike the symbols used by a program, our thoughte meaning: they represent
things and we know what it is they repres:
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(A3) "Syntax by itself is neither constitutive odmsufficient for semantics."
This is what the Chinese room argument is interidgumtove: the Chinese room has
syntax (because there is a man in there moving sigaoound). The Chinese room has
no semantics (because, according to Searle, tha@@ dne or nothing in the room that
understands what the symbols mean). Thereforendayintax is not enough to
generate semantics.

Searle posits that these lead directly to this lusnen:

(C1) Programs are neither constitutive of nor sight for minds.
This should follow without controversy from thestithree: Programs don't have
semantics. Programs have only syntax, and syniasusficient for semantics. Every
mind has semantics. Therefore programs are notanind

This much of the argument is intended to show dinigficial intelligence will never produce a
machine with a mind by writing programs that mafapelsymbols. The remainder of the argument
addresses a different issue. Is the human bramngra program? In other words, is the

computational theory of mind correttd He begins with an axiom that is intended to expthe
basic modern scientific consensus about braingvands:

(A4) Brains cause minds.

Searle claims that we can derive "immediately” 4ridially” (/2! that:

(C2) Any other system capable of causing minds dbalve to have causal powers (at least)
equivalent to those of brains.
Brains must have something that causes a mindist &cience has yet to determine
exactly what it is, but it must exist, because miegist. Searle calls it "causal powers".
"Causal powers" is whatever the brain uesreate a mind. If anything else can cat
mind to exist, it must have "equivalent causal pe@ke'Equivalent causal powers" is
whateverelsethat could be used to make a mind.

And from this he derives the further conclusions:

(C3) Any artifact that produced mental phenomeng,atificial brain, would have to be able
to duplicate the specific causal powers of braamsl it could not do that just by running a
formal program.
This follows from C1 and C2: Since no program cesdpce a mind, and "equivalent
causal powers" produce minds, it follows that pamgs do not have "equivalent causal
powers."

(C4) The way that human brains actually producetaigrthenomena cannot be solely by
virtue of running a computer program.
Since programs do not have "equivalent causal pwé&rquivalent causal powers"
produce minds, and brains produce minds, it folltives brains do not use programs to
produce minds.

Notes

1. ~abgearle 1980

2. n~ab (Harnad 2001, p. 1) Harnad edit®@BSduring the years which saw the introduction and
popularisation of the Chinese Room argument.

3. ~abHarnad 200, p. -
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A In Akman's review oMind Design lI(http://www.google.com/search?
client=safari&rls=en&g=cogprints.org/539/0/md2.ps&lUTF-8&0e=UTF-8)

A Harnad (2005) holds that the Searle's argumeagamst the thesis that "has since come to bedcalle
‘computationalism,’ according to which cognitiofjust computation, hence mental states are just
computational states". Cole (2004) agrees 'ttiet argument also has broad implications for fiamalist
and computational theories of meaning and of mind".

A See the "Systems reply” below.

A See the "Other minds reply" below.

~ The relationship between Searle's argument anscamrsness is detailed in Chalmers 1996

A This version is from Searle (1999), and is alsotgd in Dennett 1991, p. 435. Searle's original
formulation was "The appropriately programmed cotapteally is a mind, in the sense that computers
given the right programs can be literally said noerstand and have other cognitive states." (Searle
1980, p. 1). Strong Al is defined similarly by Reks Norvig (2003, p. 947): "The assertion that
machines could possibly act intelligently (or, gk better, act as if they were intelligent) idechthe
‘weak Al' hypothesis by philosophers, and the éissethat machines that do so are actually thinkasy
opposed to simulating thinking) is called the 'sg@\l' hypothesis."

N Searle 2008

A Quoted in Russell & Norvig 2003, p. 21. Simon,dibger with Allen Newell and Cliff Shaw, had just
completed the first "Al" program, the Logic Thedris

N Quoted in Crevier 1993, p. 46 and Russell & No20§3, p. 17.

N Haugeland 1986, p. 2. (Italics his)

A "Partisans of strong Al," Searle writes, "claimattin this question and answer sequencertaehine it
not only simulating a human ability but also (1attkthe machine can literally be saidtaderstandhe
story and provide the answers to questions, anth&)what the machine and its progranmeaplainsthe
human ability to understand the story and answestipns about it." (Searle 1980, p. 2)

A Searle believes that "strong Al only makes seingnghe dualistic assumption that, whereittiad is
concerned, the brain doesn't matter."” (Searle 19803) He writes elsewhere, "l thought the whdkeai
of strong Al was that we don't need to know howlihen works to know how the mind works." (Searle
1980, p. 8) This position owes its phrasing to tdr{2001).

A "One of the points at issue," writes Searle, s adequacy of the Turing test." (Searle 1980) p. 6

A Harnad 2001, p. 3 (Italics his)

A Computationalism is associated with Jerry Fodar likary Putnam. (Horst 2005, p. 1) Harnad (2001)
also cites Allen Newell and Zenon Pylyshyn. Pinfd&97) also advocates a version of
computationalism.

A Harnad 2001, pp. 3-5

nabc gearle 1980, p. 13

A Searle 1990, p. 29

N Hauser 2006, p. 8

A Chalmers 1996, p. 322, quoted in Larry Hauserstated bibliography
(http://host.uniroma3.it/progetti/kant/field/chiregsblio.html).

A Russell & Norvig 2003, p. 947

A (Kurzweil 2005, p. 260) or see Advanced Humanlligence
(http://crnano.typepad.com/crnblog/2005/08/advanhadchan_.html)

A Cole (2004, pp. 5-6) combines the middle two catieg.

A Searle 1980, pp. 5-6, Cole 2004, pp. 6-7, Haude6 2pp. 2-3, Russell & Norvig 2003, p. 98%nnet
1991, p. 439, Hearn 2007, p. 44, Crevier 19936p. Zhis position is held by (according to Cole(20
p. 6)) Ned Block, Jack Copeland, Daniel DennettyJeodor, John Haugeland, Ray Kurzweil, and
Georges Rey, among others.

nab gearle 1980, p. 6

A Cole (2004, pp. 7-9) ascribes this position to WaMinsky, Tim Maudlin, David Chalmers and
David Cole.

A This is the point of the universal Turing machamal the Church-Turing thesis: what makes a system
Turing complete is its ability to do a step-by-ssgpulation of any other machine.

A The terminology "implementation independent” ig do Harnad (2001, p. 4).

A Cole 2004, p. 8

A Searle 1980, p. 12

N Hearn 2007, p. 47

A Cole (2004, p. 21) writes "From the intuition tirathe CR thought experiment he would not
understand Chinese by runningragram, Searle infers that there is no undergtgntteated by runnir
a program. Clearly, whether that inference is valichot turns on metaphysical question about 1
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identity of persons and minds. If the person urtdeding is not identical with the room operatogrth

the inference is unsound."

A Searle 1980, p. 7, Cole 2004, pp. 9-11, Hause8,2003, Hearn 2007, p. 44. Cole (20949) ascribe

this position to Margaret Boden, Tim Crane, Dafiehnett, Jerry Fodor, Stevan Harnad, Hans Moravec
and Georges Rey

A Quoted in Crevier 1993, p. 272. Cole (2004, p.cEIs this the "externalist" account of meaning.

nab gearle 1980, p. 7

A Hauser 2006, p. 11, Cole 2004, p. 19. This argtiisesupported by Daniel Dennett and others.

A Searle distinguishes between "intrinsic” intendility and "derived"” intentionality. "Intrinsic"
intentionality is the kind that involves "consciausderstanding” like you would have in a human mind
Daniel Dennett doesn't agree that there is a distim. Cole (2004, p. 19) writéglerived intentionality i
all there is, according to Dennett."

A Cole 2004, p. 18 (where he calls this thternalist" approach to meaning.) Proponentthisf positior
include Roger Schank, Doug Lenat, Marvin Minsky &nith reservations) Daniel Dennett, who writes
"The fact is that any program [that passed a Tumst] would have to be an extraordinarily supple,
sophisticated, and multilayered system, brimmintpwvorld knowledge' and meta-knowledge and
meta-meta-knowledge." (Dennett 1997, p. 438)

A Dreyfus 1979. See "the epistemological assumption”

A Searle 1984. He also writes "Formal symbols byndelves can never be enough for mental contents,
because the symbols, by definition, have no meaftinmterpretation, or semantics) except insofar a
someone outside the system gives it to them" S&886, p. 45 quoted in Cole 2004, p. 16.

A Searle 1980, pp. 7-8, Cole 2004, pp. 12-13, Ha2B@8, pp. 3-4, Churchland & Churchland 1990.
Cole (2004, p. 12) ascribes this position to PauirChland, Patricia Churchland and Ray Kurzweil.

A Cole 2004, p. 4, Hauser 2006, p. 11. Early vessifrthis argument were put forward in 1974 by
Lawrence Davis and in 1978 by Ned Block. Block'ssien used walky talkies and was called the
"Chinese Gym". Churchland & Churchland (1990) dibsct this scenario as well.

A Russell Norvig, pp. 956-8, Cole 2004, p. 20, Me@1988, p. ? CHECK, Kurzweil 2005, p. 262
CHECK, Crevier 1993, pp. 271 and 279 CHECK. Anesadrsion of this argument was put forward by
Clark Glymour in the mid-70s and was touched oZégon Pylyshyn in 1980. Moravec (1988)
presented a vivid version of it, and it is now assted with Ray Kurzweil's version of transhumanism
A Searle predicts that, while going through therbpbsthesis, "you find, to your total amazemdrdt t
you are indeed losing control of you external bétraw ou find, for example, that when doctors test
your vision, you hear them say 'We are holding ugdaobject in front of you; pleas tell us what you
see.' You want to cry out 'l can't see anything.dgoing totally blind.' But you hear your voice sayin

a way that is completely out your control, 'l seead object in front of me.' ... [Y]our conscious
experience slowly shrinks to nothing, while youtezrally observable behavior remains the same."
Searle 1992 quoted in Russell & Norvig 2003, p..957

A Cole (2004, pp. 12 & 17) ascribes this positiotaly Clark and Ray Kurzweil. Hauser (2006, p. 7)
associates this position with Paul and Patriciar€tiiand.

A Searle 1980, pp. 8-9, Hauser 2006, p. 11,

A Searle (1980, p. 7) writes that the robot rephgitty concedes that cognition is not solely a evatff
formal symbol manipulation." Harnad (2001, p. 14k®es the same point, writing: "Now just as it is no
refutation (but rather an affirmation) of the CRAdeny that [the Turing test] is a strong enougt, tar
to deny that a computer could ever pass it, itesaty special pleading to try to save computatisnal
by stipulating ad hoc (in the face of the CRA) timaplementational details do matter after all, &mat
the computer's is the 'right' kind of implementatiohereas Searle's is the 'wrong' kind."

A Searle 1980, p. 8

" Searle 1980, p. 3

A That is, any program running on a machine withmigef amount memory.

" Cole 2004, pp. 14-15, Crevier 1993, pp. 269-2T@ke?, p. 95. Cole (2004, p. 14) ascribes this
"speed" position to Daniel Dennett, Tim MaudlinM@aChalmers, Steven Pinker, Paul Churchland,
Patricia Churchland and others. Dennett (199138) points out the complexity of world knowledge.
A Crevier 1993, p. 269

A Churchland & Churchland 1990, Cole 2004, p. 12wer 1993, p. 270, Hearn 2007, pp. 454Bkel
1997, p. 94

A (Dennett 1991, p. 438)

A Harnad 2001, p. 7. Critics of the "phase transitform of this argument include Harnad, Tim
Maudlin, Daniel Dennett and Cole (2004, p. 14).sTipmhase transition" idea is a version of strong
emergentism (what Daniel Dennett derides as "Woo West Coast emergence" (Crevier 1993,

p. 275)). Harnad accuses Churchland and PatricimaBland of espousing strong emergentism and
Kurzweil (2005 seems t also agree with strong emergenti
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59. ~ Searle 1980, Cole 2004, p. 13, Hauser 2006, fap.Nilsson 1984. Turing (1950, pp. 11-12) makes
this reply to what he calls "The Argument from Cansgsness.” Cole (2004, pp. 12-13) ascribes this
position to Daniel Dennett, Ray Kurzweil and Hansri&ec.

60. ~ Nilsson 1984

61. ~ Turing 1950, p. 11

62. ~ One of Turing's motivations for devising the Tgritest is to avoid precisely the kind of philosaathi
problems that Searle is interested in. He writedn"hot wish to give the impression that | thinkréhis
no mystery ... [but] I do not think these mysternesessarily need to be solved before we can artbeer
guestion with which we are concerned in this pdgéuring 1950, p. 12) Although Turing is discuggin
consciousness (not the mind or understanding eniinality), Norvig & Russell (2003, p. 952-953)
argue that Turing's comments apply the Chinese room

63. ~ Cole 2004, p. 22, Crevier 1993, p. 271, Harnadi2p04

64. ~ Searle 1980, p. 10

65. ” Quoted in Cole 2004, p. 13.

66. ™ Dennett 1991, pp. 437 & 440

67. ™ Dennett 1991, p. 438

68. " Searle 1984

69. ~ Searle 1984, Searle 1990. The wording of eachmaxsiod conclusion if from Searle (1990). This
version is based on Hauser 2006, p. 5. (A1-3) &1 ére described as 1,2,3 and 4 in Cole 2004, p. 5

70. ~ Churchland & Churchland (1990, p. 34) explain thatChinese Room argument is intended to "shore
up axiom 3"

71. ~ Harnad (2001) argues that Searle's primary tasgaimputationalism.

72. ™ Searle 1990
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