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Abstract
In this article a method of information transfer, which provides the higher
level of credibility only for the selected symbols in code word has been
presented. This system of transfer, which provides for information such
parameters, is characterised by parameters of circular start-stop character
of transmission. Constructions of asymptotic perfect codes generating have
been presented.
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1. Introduction

In order to increase the credibility of the sent information, correcting codes are
applied. Codes, in which for all symbols the equal fault-tolerance is provided are the
most often used. For these codes the probability of faulty-decoding of code word has
been assumed as a quality criterion.

The carried out analyse of dispatching systems show, that information about a state of
definite objects is more sensitive than information about other states of these devices,
taking under consideration the aspect of security, therefore it should be dispatched to a
decision making centre with the correspondingly higher level of credibility.

It has been established in the work [7] that in a specified system for a particular
structure it is possible to separate such their states, where their deformity has a more
significant influence on the security of the system. As an example, in nuclear power
stations if we view them from the perspective of a possible danger of the reactor
overheating, the state of “graphite cores being raised up”, which corresponds to the
slowing down of the on- going reactions, will be safer than the state of “graphite cores
being lowered down”. Of course, by applying other criterions, it may occur that
information about the fact that “the core has been raised up” becomes more important.
Accordingly, depending on the adopted evaluation criterion, information may have
different value. In our further dissertations, this type of information will be referred to as
a priority one.

In [7] it has been shown that if in control systems, an order in a commend channel has
been transferred to set a particular device (within a group of given devices) into a state
more answerable for security, then during a control of this commend completion (report
channel) a report which informs that this commend has been not carried out will be a
priority one.

From the point of view of security in automatic systems, most often the priority
information becomes the one, which gives information about any change in a state of
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device (in comparison with the previous cycle), with the assumption, that the automatics
of security functions correctly.

The analysis has proved that in control systems for transfer of information about the
state of executive automatic devices, it is reasonable to use systems with characteristics
of sporadic-circular type (start-stop) [9]. These systems are characterised by the fact,
that within the set time interval (cycle), information about the state of all devices is sent
to a dispatcher centre, while for the significant information (the priority one) a
respectively higher level of credibility, in relation to the rest of information, is provided.

As any random bit in an information block in any moment may become a priority one,
in practice, correcting codes are applied, which protect the whole information block
against the equal amount of errors, while a security level is defined accordingly to
demands of the priority bit. Such a solution is not optimal, since by providing for the less
significant bits the same level of protection as for the priority bit, we are forced to reduce
the rate of transfer. If we are restricted by the capacity of a communication channel, the
reduction of transfer rate may make effective management of the technological process
impossible. The solution to this problem may be, if it is possible, extending time in the
cycle of information gathering.

There will be presented below a method of generating codes with unequal symbols
protection (UEP-codes) permitting for a random bit in an informative part of code word
to provide a higher level of protection against errors, while for the other bits a
correspondingly lower one.

The most common situation is when in a transferred information, only its part is a
priority information (in automatics it may be information, for example, about a change in
a state of a particular device), therefore, it is advisable to provide a higher level of
credibility only for the priority one, and for the rest of information an respectively lower
level. It is obvious that the protection level should be adequate to the value of
information. By the term of the value of information we mean these maximum profits,
which by minimizing losses, may be gained from that amount of information. It is also
obvious, that even in the process of incorrect information decoding; some information
symbols may be decoded correctly.

Described in literature UEP-codes [1, 2, 16, 17] are used in such cases, where the
place of bits is “known” to the encoder and decoder. This limitation leads to a situation,
where the practical interest in UEP-codes is inconsiderable. In majority of cases the most
significant bit in code word is known for the sending side (coder), while the receiving
side does not have any information where the place of such a symbol in code word is.
This has contributed to the situation, that regardlessly of bits’ value and their protection
level against errors, these bits are treated as equally important, and it means they are of
the equal value.

Of course every symbol in code word is significant, but in many cases an error of the
most important bit may lead to a situation, which would be much more serious in
consequences, than in a case of an error of less significant symbols.

In connection with the inability to provide in the same code word the “higher” level of
protection only for a priority symbol (which may be any random symbol), most often in
such cases correcting codes are applied, which provide the equal level of protection for
all symbols, i.e. such a level as is required for the priory symbol.
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2. Problems of Diversified Protection of Information

Using codes protecting information against the equal amount of errors is justified only
then, when all symbols in information block, both for a receiver and a sender, are equally
important. Treating the likelihood of incorrect decoding of code word as a measure of
quality, in a secret way a rule of the equal value of all bits is adopted, and consequently,
the equal level of protection for all signs [3].

For UEP-codes protecting particular bits against a different amount of errors, this
measure of quality is not applicable. In these codes every i-th symbol has a defined t.

protection level. It means that if a code word X came into being f of independent errors,
then these information symbols, for which t, < f , will be decoded correctly even in a

situation when code word will be decoded incorrectly. It has been assumed here that
during the decoding of UEP-codes the maximum likelihood method is used.

Currently used symbols for the determined symbols provide an expected level of
credibility [2]. However, there are many situations, where the position (the following
number in an information block) of the most important bit (bits groups) may alter and in
every code word these bits will be located on different positions. It means that a symbol,
which is now the most important (priority) one may be any x, bit (p =1, 2,..., k) among

k information symbols. In the situation where the place of the priority symbol may
change, applying UEP-codes, which provide for c, of this symbol protection against t,

errors, for c, of this symbol protection against t, errors, ..., ¢, of this symbol is
protected from t, errors, where t, <t, <...<t, is not purposeful, as it may appear that

in a particular word the priority bit is protected in the weakest way.

In the next part a method which allows to use UEP-codes in systems will be
presented, in which the most important bit (a group of bits) “is floating” i.e. any
information symbol x, (p =1, 2,..., k) may be a priority one.

In the theory of coding, on the assumption that all code words are protected against
the equal amount of errors, it is presupposed that all bits in code word are equally
important, it is acknowledged in a secret way, that the information enclosed in them is
equally important [3, 4, 13, 13]. It means that all information symbols are protected
against the equal amount of errors, therefore an equal level of credibility is provided for
all of them. On the other hand, most of the used in practice codes, either provide an
unequal (different) protection for particular code words or a different protection of
particular bits in code words [10, 11, 12]. The problem lies in the fact, that potential
codes properties are known only for a small number of them. Therefore, in the coding
theory the term of the minimal Hamming distance d,;, has been used, which represents a

parameter defining the guaranteed code correcting properties, whereas this parameter
refers to bit in code word or of code word, which has the weakest protection.

It means that a code providing for the c,-th symbol a protection against t, errors,
and for the c,-th symbol a protection against t, errors, ...., c,-th symbol is protected
against t, errors, where t, <t, <...<t,, protects code word against t; errors.

From the analysis of the value of transmitted information [6] it emerges that for the

transfer of information concerning a state of automatics devices, it is justified to use the
correcting codes, which provide an unequal protection for information symbols (or group
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of symbols). Employing such codes enables to provide for the priority information a

. : d,-1 : : .
protection against t, = 5 errors, whereas for the rest part of information against

-1 . . I
t, = 12 errors, where t, <t,, while the priority and non-priority symbols are located

in the same code word (fig.1).
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Fia.1 Information encodina aivina consideration to its value

The figure 1 shows that symbols protected by a distance d, , as a result of information
deformity, have to overcome a greater “trench” than symbols protected by a distance d,.
It means that in a case when t, < f <t,, then symbols protected by a distance d, will be
decoded correctly, while the symbols protected by a distance d, may be distorted.

It is justifiable to apply correcting codes, which differentiate the level of protection for
particular code words (an unequal commend protection) in a commend channel. In this
situation to encode priority commends, the aptly selected code words have been used,
which are more resistant to noise interference, and as a result of this they can be
provided with the higher level of credibility (fig.2).

It is visible on the figure 2 that in order to encode information in a not associated
commend, for example, in a case of a security hazard, it is possible to employ codes or
code words protecting information against the smaller amount of errors (d,), whereas
for the priority information to use code words with protection d,. These codes have
been widely applicable in broadband communication channels [5].

There are two report files X and Y . For each pair X and , x e X and ye\?, there
exists such a code word K =z(x,y) of the length n, from which it is possible to

reproduce x from a set X and y from a set Y, unless the amount of errors is bigger
than, correspondingly, t, and t, (fig.3).
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Fig.3 Graphical representation of unequal protection of commend

Let us analyse the set of all code words K = URy which are the sum of subsets
yey

K= {z(x, y)xe Y}. Every subset K, represents a code with a distance d, .
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As d{z(x,,y) z(x,,y)}>d,, while x, #x,, two optional subsets K, and Ky, ,
where y =y, are situated from each other in a distance at least d, .

Codes with such properties may be generated by appropriate connection of other
codes, for instance

S

0]
where
|G,| - matrix of code with parameters (n,,k;,d,) of dimensions(n, xk,),

Sl =|| g7 (IS )

|G,| - matrix of code K. with parameters (n,,k,,d,) of dimensions (n, xk,),
10| - matrix of dimensions (n, x (k, —k,)).
Matrix |G| will be of dimensions ((n, +n, )xk,).

By means of this type of solutions, with a defined amount of errors, code word
including priority information will decode it correctly, whereas non-priority information
may have errors.

3. Generating of UEP-codes by a method of orthogonal matrices

On the basis of the presented [15] constructive methods of connecting matrices it may
be possible to generate UEP-codes. The recognized codes will be taken as base matrices

There has been presented below a method of generating asymptotically perfect codes,
which are characterised by the property that: for one optional information symbol there
will be a possibility to provide a higher level of protection, while for other symbols a
protection against one error will be provided.

As a base code the Hamming code H with parametersn=2N -1, k=2N-1-N, d

= 3 will be employed. Let us create matrix of type C,, (for N >3) of dimension
(2" + N +1)x (2" + N +1)) [15].

1 !
where

D, - diagonal matrix of dimensions (N+1)x (N + ))

D, - diagonal matrix of dimensions (ZN x 2" )

0, - Zero matrix ((N +1)x 2" )

0, - Zero matrix (ZN x(N +1)),

0 - Zero matrix (ZN x (ZN -N _1)),

H - control matrix of the Hamming code ((N +1)x2" )

H - transposed control matrix of the Hamming code (ZN x(N +1)).

After shifting some of columns in matrixC . we will get matrix in a form of
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|
o dr 0
where:
H - control matrix H of the Hamming code ((N +1)x 2" )
H' - transposed control matrix of the Hamming code 2% x(N +1)).
0 - Zero matrix (2" x(2" =N —1))’
D - diagonal matrix of dimensions (2" +N+2)x(2" 4N+ ))

The generated codes (fig.4) will have two groups of symbols protected in different
ways: one group will protected against t, errors, and the other group — against t, errors,
while t, <t,.

Parameters of the generated codes will be as following:

- length of code combination N=2""+N +1,

- amount of symbols protected against t, errors: k=N +1,

- correcting property of symbols protected against t, errors d, =2N -1,

_oN _
- amount of symbols protected against t, errors k, =2 1,

- correcting property of symbols protected against t, errors d, = 3.

There are situations when applying UEP-codes with so-called “floating protection” is
recommended — where one optional symbol, in comparison with other symbols, has the
higher correcting property. Therefore, in order to be able to perform the set tasks - a
method of generating the optimal linear UEP-codes has been worked out. Matrices
connection will take place accordingly to the following rule [15]:

[
o H

(@ +N+1) x (2% + N +1))

(7)

Dimensions of matrix C,, will be , While constituent

submatrices:

1 - diagonal identity matrix of dimensions (@ +N+1)x(2 +N +1));

H - control matrix of the extended Hamming code of dimensions
(N +1)x2N).

HT - transposed parity tests matrix of the extended Hamming code of

dimensions: (2% < (N +1)) while columns of the matrix H'" are positioned

opposite the ones vectors of the matrix H' (fig. 4).
It is known that the minimal weight of any optional code word m_in(wt(x )) where

i =1...,M ,cannot be smaller than d,, of the code. In a code generated by means of the

A
e

illustrated on the figure 4, there is one row (row x6), which has the weight less than

structure of matrix C,, = , presented on the example of dependency (7) and
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d
reach the requested parameters.

1000000000000000000001111111100000000] X
0100000000000000000001111000011110000; X2
0010000000000000000001100110011001100] X3
0001000000000000000001010101010101010 Xa
00001000000000000000011121121211111111117 Xs
0000010000000000000000000000000000001] x6
000000100000000000000000000000000001 1] Xy
0000000100000000000000000000000000101] xs
0000000010000000000000000000000000111 Xo
0000000001000000000000000000000010001] x10
000000000010000000000000000000001001 1} X121
0000000000010000000000000000000010101 X12
0000000000001000000000000000000010111] x13
0000000000000100000000000000100000001] x14
000000000000001000000000000010000001 1] x15
0000000000000001000000000000100000101 x16
000000000000000010000000000010000011 1] x17
0000000000000000010000000000100010001] x18
000000000000000000100000000010001001 1] X419
0000000000000000000100000000100010101] Xx20
0000000000000000000011000000100010111 X1

@)
z -

0000000001111111111222222222223333333
1234567890123456789012234567890123456

LT
Fig.4 Code generation by means of construction C',, = ‘P i ﬁ;
|

mn =3 \When we remove this row (x6) and one column (06) the generated code will

The matrix C,, after reorganizing some columns (fig.5) will be of size

(2% +N)x 2%+ N)
The employed construction will have a form of:

where

1, - diagonal matrix of dimensions (N +2) x (N +1)),

0 - zero matrix ((N +1) % (2N _1)),

H' - control matrix of the extended Hamming code ((N +1) x 2" )

0, - zero matrix of dimensions (2 _1) x (N +1)),

1 - diagonal ones matrix of dimensions ((ZN _1) x (ZN —1)),

0, - zero matrix of dimensions (2" ~1x (2" ~n~ 2))

H' - transposed matrix of the extended Hamming code ((ZN _1)>< (N +1)),

(8)
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100000000000000000001111221000120000
01000000000000000000111000011212012000
001000000000000000001101210011000100
00010000000000000000101011201121200010
0000100000000000000011112711217112121212111
00000100000000000000OQOQOCOQO0OOOOOOOO11
00000010000000000000OQO0OC0QO0OOOOOOO101
00000001000000000000OQOQOC0Q0O0OOOOOOO211
0000000010000000000000OC0Q0O0O0O0O0O0O0O12001
000000000100000000000OQC0Q0O0O0OOOOO1011
G, =/00000000001000000000000000000001101
000000000O0O0O1000000000O0OC0Q0O0O0O0O0O0O0O121211
0000000000O0O0O100000000OQOC0Q0O0O0OO0O0O10001
000000000O0O0OO0O100000000OC0Q0O0OOOOO10011
0000000000O0O0O0O0O100000000C0Q0O0O0O0O0O0O101201
000000000O0O0OOO0O0O100000000Q0O0O0O0O0O0O101211
00000000000O0O0O0O0O0O0100000000O0O0O0O00112001
000000000O0O0OOO0O0O0OO10000000O0O0O0O0O0O112011
0000000000O0OO0O0O0O0OOO1000000000001121201
000000000OOOOOOOOOOO100000000001121211

Fig.5. Generating matrix of code G,, with floating protection

For codes that protect all symbols against the equal amount of errors, defining the
biggest code, which includes the greatest amount of code words with the assigned
parameters, i.e. with the assigned length n and the minimal Hamming distance d, is done
by means of the evaluation of the upper and lower bounds of size M (n, d).

The upper bound is the Hamming bound (bound of spherical packing), which is
defined by the dependency

t
q"=M Y C,(q-1)
i=0

while the lower bound is the Gilbert-Sachs bound
d-2 . i
qr 2 ZC:H (q _1)
i=0

For perfect codes these bounds are overlapping [15].
The code generated by means of this construction (7) reaches the Hamming upper
bound and the Gilbert lower bound [7, 15].

5. Codes with floating protection

Let it exist g a linear systematical UEP-code, assigned by the matrix C,, , in which
the symbol on the first position is protected against t, errors (uo), while the other
(k —2) of symbols are protected against t, errors, where (t, >t,), by assumption that
only the decoder “knows” on which position of the report U = UoU,...u, , the priority
symbol x, is. In order to have on the sender’s site a possibility to identify the priority
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symbol, it is necessary to send additional information, which will enable to define the
place (the position) of the priority symbol X (p =0,12,...,k —1) in code word X . It is
necessary to transfer additional number of symbols for the correct identification of the
priority symbol
N =logk. 9)
For these N symbols the equal level of protection, as for the priority bit, should
be provided, as any errors in this group of bits may have similar consequences, as in the
case of the priority bit error. These N bits defining the number of the priority bit in code
word will be referred to as a numerator.
If there exists I UEP-code assigned with the parity test matrix C,, , where the first

(N +1) rows represent symbols protected against t, errors, then the other (k —2) rows
represent symbols protected against t, errors (fig.6).

‘Numerator Information symbols | Redundant symbols
|
a)
logzk . .,
~ Nil Nk
! N+k+1 N+n
b)
Numerator Information svmbols ‘ Redundant symbols
Sl h |
|
e lo%k J' l\ //_,L ) L
1 N+1 N+ Kk
N N+k+1 N+»n
C) N+ Kk
Numerator B | Redundant svmbols
\
e | ) L
N+1
1 N N k+1 N+n

Fig. 6. Coding with floating protection

As the coder knows the place of the priority bit in a report U, before the proper
encoding takes place, it may perform an transposition between positions of the priority

symbol u ; which lie on the p —th position of report U with the symbol being on the first
position u, of the report U . As a result of transposition of the mentioned bits we will

get an transformed report U . After the operation of transposing the considered bits, the
proper encoding of the report U' into code word X = Xy, X,,...., X, ;,...., X, takes place.

10
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o N, ]
X, :1
[T N} Ny
“|Z| 2R | (10)
:k {_ A Uo
X, :
B B _U k-1 _|
where:
L - diagonal matrix of dimensions 1(K +N) > (k+N)}
—A _ assigned matrix of dimensions 1(N—K = N)x(k+N)}
N; ... Ny - numerator,
Hoo ty -t - commend U |

The idea of such encoding is performed in such a way, that if the priority symbol is
situated in a group of the lower protected symbols, then it is relocated to a group of the
higher protected symbols, and a non-priority symbol from the higher protected group is
taking the place of the priority one. Encoding and decoding is performed by means of
former assigned matrices.

In [6, 7] a mechanism of coding with so called “floating protection” has been
presented, which enables to provide the higher level of credibility for the priority bit
group, regardless of the place of this group in code word.

Decoding of a vector Y = X + E, where E means an error vector may be performed
by using any known method. After the operation of decoding we are making a
transposition of p-th bit with u, bit in a received modified commend U', and

consequently we will get a commend U .

On the fig.6b an operation of making a transposition of the priority bit has been
presented, when it is on the weakly protected positions, whereas on the fig. 6¢ an
operation of transposition of the priority bit positions in a commend U" with a bit, which
is situated on the first position in a commend. The number of the priority bit is encoded
in a numerator.

Thanks to applying such a coding, a particular bit (or a group of bits) will have the
required level of credibility. From the fig.7 it is visible that any bit (from k symbols) in a
commend U may become the priority bit (group of bits).

In [8] it has been established that with the assigned correcting properties of a code,
1.e. when it is essential to protect k symbols against t, errors and k, symbols against t,

. k . .
errors , while t, >t, and R, >0, where R, =—1, with not too big n, the amount of
n

redundant symbols satisfies an inequity:

r >k, log, n+c(t,t,,R,), (11)
where constant c(t,,t,,R,) is dependent from t, ,t, as well as from R,, and is not
dependent from n.

In the event of necessity to protect all (R1 + Rz)n information symbols against t,
errors, the redundancy will not be smaller than:

11
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r=t,log, n+c(t,). (12)

Level of noise

' ] length

7 ]\f Nr i N+k Nim
Fig. 7 Protection of the priority bit in command U

It is important to observe that the constant c(t, ) is dependant from t,, but not from n.

It comes out that in a case of existence of even a small amount of information
symbols, which will be provided with the lower level of credibility (t, >t,), we may
quite significantly reduce the amount of redundant symbols.

6. Probability of errors

The probability of code word miscoding has been taken as a quality criterion for
codes protecting all symbols against the equal number of errors,

Credibility
o noise s
1
‘ i

| \ | 2

| | |

| | T 3

|

| |

| | |

B .

| L

% L Correction

1 - Credibility of code word and the weakest protected bit
2 - Non-priority group
3 - Priority group

Fig. 8. Information credibility dependency from code
correction onrooerties and a level of noise

In the case of unequal symbols protection codes (UEP-codes), every information
symbol has an individual level of protection, and the probability of faulty-decoding of

12
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code word, as a quality criterion for the sent information, is not applicable. In this
situation it is recommended to use the bit error probability, which will be different for
particular groups of symbols.

If the protection level for a bit with the lowest credibility is t, errors, then ipso facto,

the probability of code word errors of UEP-code is d_;, =t,. It means that if the noise
level is bigger than the correcting properties of the weakest protected bit, but is smaller
than the correcting properties of the priority bit (t, < f <t,), then it may be possible that

decoding of code word may be incorrect, however in this word , the priority bits will be
decoded correctly.

In case, where a code protects particular bits against different amount of errors, then
the probability of faulty-decoding of code word is defined in the same method as for

symbols protected against the smallest amount of errors t,"™
tlmin ) y
P, =1-Y Ci,p'l-p)"",
i=0
whereas the probability of any individual bit error is defined by the dependency
1 tlmin

;Pbl = Psymb =P, :1_2Cin pi(l_ p)nii!
i=0

where
z — amount of the symbols in a group with the weakest protection.

The dependency of information credibility from code correcting properties and a level
of noise has been presented on the fig.8.

6. Conclusion

Applying UEP-codes enables to achieve for the selected (the priority) symbols the
adequately high level of credibility, while for the other symbols, correspondingly, a lower
one. It also makes possible the creation of new class of information transfer systems. In
such a system, in a report channel a significant information (the level of importance is
established accordingly to the applied criterion), is provided with the adequately higher
level of credibility (as in start-stop systems), while the auxiliary information with
respectively lower ones (as it is in systems with the circular information gathering). In a
commend channel it is advisable to apply codes, which protect particular commends in a
different way.
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