Choice of Free Arguments in Decomposition of Boolea
Functions Using the Ternary Matrix Cover Approach

represents both a single function and a system of
ADbstract functions in a more compact form. Using a compact
table one can find rather easily the existence of a

. ... solution of the problem for a given system of
The problem of sequential two-block decompositibn Q nctions. and ifpit does exist tgl;we corrgsponding

completely specified Boolean functions is considere arposition can be easilv found
A method to search for a partition of the set oHPerP y '
arguments into the subset of bound arguments and th

subset of free ones is suggested. The method albad MAIN DEFINITIONS.
on using the ternary matrix cover approach. SETTING THE PROBLEM

1 INTRODUCTION Let a system of completely specified functions
y=1(X), where y= (Y1, Y2, ---,¥Ym), X = (X1, Xo, -+, Xp)
The problem of decomposition of Boolean functians Bndf(x) = (f1(x), f(x), ..., fu(X)), be given by matrices
one of important and complicated problems in te&dfi U, V that are the matrix representation of the system o
of logical design, and its successful solution laasdisjunctive normal forms (DNFs) of the given
direct influence on the quality and cost of digitdunctions (Zakrevskij, 2009). MatrixJ is a ternary
devices designed. Therefore the search for nematrix of | x n dimension wherd is the number of
efficient methods attracts many researchers. Ttams in the given DNFs. The columns Of are
review (Perkowski, 1995) shows many papers on marked with the variables, X, ... , %, and the rows
this topic. We consider the problem ofrepresent the terms of the DNFs (the intervalshef t
decomposition of a system of Boolean functionshim t space of the variables, X, ... , X,). The matrixV is a
following statement. A system of completely spedifi Boolean matrix. Its dimension i§xm, and med
Boolean functions y=f(x) is given where columns are marked with the variabhsy,, ... ,Ym
Y=V Y2 oY)y X = (Xg, X2, - Xn),  T(X) = (fi(x), The ones in this columns point out the terms in the
f2(X), ..., fu(X)). The superposition y = @(w, ), given DNFs. A rowu in U absorbs a Boolean vectoa
w=g(z) wherez, andz are vector variables whosdf a belongs to the interval representeduiby
;ﬁglgonreegt;fe;ri\?es O?I':Z?r:‘o\rﬁrizbIS:rtiit[]iotr?eofSltjrt\fE;Se he task considered is set as follows. Given aesyst
> S !
X = {X. X, ..., %} of arguments. At that, the number f completely specified Boolean functiops f(x), the

of components of the vector variabkemust be less superpositiony = §(w, z), W =g(z) must be found

than that ofz;. Such a kind of decomposition is calleavherezl andz, are _vector yanables whose components
-are Boolean variables in the subsets of the set

two-block disjoint decomposition by (Zakrevskij,, :
X ={Xy, Xo, ..., %}, Z1 and Z, respectively such that
2009). Usually, the subsefs andZ, are called bound I)é:ZID 7, andZ,n Z,=0. At that, the number of

and free sets respectively (bound variables and f .
b y ( components of the vector variablemust be less than

ones). In overwhelming majority of publications the that ofz. The main attention is paid to the search for
bl bsetg andZ idered to be given. T
probiem, subsets, andzs, are considered fo be given bsetsZ; and Z, such that the task would have a

Few papers deal with the search for the partiti(ﬁlij .
{24, Z5}, at which this problem has a solutiohmong solution.

the papers considering this question, we can pmiht

(Bibilo, 2009; Jéwiak, 2000; Perkowski,1995; 3 COVER MAP. COMPACT
Zakrevskij, 2007). Below, we suggest a method tT ABLE

search a partition4;, Z,} of the setX of arguments
based on using the ternary matrix cover techniq
(Pottosin, 2006). For this, the concept of
compact table is also involved that as well as the
Karnaugh map is a two-dimensional table, but

K%y family 1t of different subsets of a sét whose
union isL, is called acover of L. Empty set] andL
ilrtself may be the elements (blocks) af Let
L={1, 2, ... I} be the set of numbers of rows of a



ternary matrixU. A coverTtt of L is called acover of The cover is {0, {1}, {2}, {3}, {1, 2}}. Using this
the ternary matrix U if for each valuex* of the vector cover map, as well as using the Karnaugh map, the
variablex there exists a block im containing all the following DNFs of Boolean functions can be easily

numbers of those and only those rowsWyfwhich obtained: TC2(X) = x1 xa O xqx3 Oxp x Oxpx3,
absorbx*. Block 0 corresponds to the valo®, which — T05(X) = x1 x5 x3xa, Tla(X) = X172 X3Xa, TCa(X) =x1 %2,
is absorbs no row df. Other subsets are notin TCs(X) = X172 X3 Xa.

Let t(x*, U) be the set of numbers of those rowsJof X4
which absorbx*. For every blockrg of 1, we define X3

the Boolean functionTj(x) having assumed that O 0 O 1

m(x*) =1 for any x* 0{0,1}" if t(x*, U)=m, and 0 0 0 1,2

Ti(x*) = 0 otherwise. 0 O 0 2
Obviously, the covertis unique for the matrik. The 3 3 3 3
disjunction of all the Boolean functions assignedhe x1x2

blocks of a cover is equal to 1, and the conjumctd
any two Boolean functions assigned to differentkéo
of a cover is equal to O, i.e. those functions aret a pair of matrices) andV, give a system of
mutually orthogonal. completely specified Boolean functioys=f(x), and
let the matrixU,; be composed of the columns Of
marked with the variables from the st and the

?umberti have tco)\\/ Giml nlandr][f /rfllspDe:[tlweI# Ee]t_[zus matrix U, from the columns marked with the variables
orm e set A={m;n 1/, ' i ' from Z,. The covers of U and U, are

() O17(x) # 0}. For any elemenh ;= 1t n 16} of = {1y . e} and 1= {8y B, ... . TE}.
A, lethyj(x) =Tri(x) OTE(X). We construct the COVeT, | ot s construct a tableM. Assign the blocks
having taken all the different elements af as iy Tt and the Boolean functions
elements ofit. For each blockt; of 1T, let us define Tﬁl,(zl) '.nlz(él r___ ri(z) to the columns oM, and
the Boolean functiom(x) as the disjunction of all the 2. T[z; 2 and ;'lzl(Zz) Po2). ... \TA(2) to the
Boolean functions assigned to those elements\,of s of M. At the intersection of thé-th column,
which are equal tats. The covert’is theproduct of 1 << and thej-th row, 1<j<s, of M, we put the
the covers _Trl and le_ (= T X T7), The product 4y y* = (1, n 1%, V). The tableM is called the
operation gives a possibility to suggest a Simp@§ @  copact taple, It gives the system of Boolean
calculate the cover of a ternary mattik This way fnctionsy =f(x) in the following way: the value of
consists of obtaining products of trivial coversaf .o \ector Boolean functioffx*) is O(Tty n T8, V) at
the one-column matrices representing the columns y set argument valuesx* Ifor J,which
U (Pottosin, 2006). Ti(z1) O7%(z) = 1. The form of the compact table is
Let us define an operatidi(t;, V) over the rows of a the same as that of tht_a known .decomposition chart
binary matrixV, the result of which is the vectgr (Perkowski,1995). The difference is only that the
(v* = O(m, V) obtained by component-wise®"S and the columns of a decomposition chart

- Y . orrespond to sets of values of arguments, and
disjunction of rowsv whose numbers are in the blocl§he rows and the columns of a compact table to
T If =1, all the components gf are equal to 0. It pair-wise disjoint families of such sets.
is  shown in  Pottosin, 2006) that
f(x*) = y* = (T, V) if T5(x*) = 1. Having the compact table for a system of functions

. . ) y =f(x), it is easy to construct the desired systems
There is a convenient technigue to construct thercoy: #(W,2) and w=g(z). The columns of the

of a ternary matri}J when the number of arguments igompact table are encoded with binary codes; equal
not large. This technique uses wver map that has columns may have the same codes. The length of the
the structure of the Karnaugh map. In any cell Of(,fbde is equal tdr’l wherer’ is the number of
cover map ol corresponding to a vectar, there is different columns of the table ard’] is the least

N L
the set(x*, U), which is a block of the cover of. integer, which is not less than lag. So, the system of
Example 1. Figure 1 shows the cover map of th&nctionsw=g(z) is defined. The value of the vector
matrix variablew at any set of values of the vector variahle
turning the functiont;(z) into 1 is the code of thieth

Figure 1: An example of a cover map.

Let matricedJ; andU, with the common sdt of row

Xé X_2 >(()3 )1(4 1 column, 1<i <r. Naturally, there is no solution to this
U= ) task at the given partitionZ, Z,} of the setX of
1 (1) 01 g arguments if the length of the code is not lesa the

length of z. Otherwise, the compact table whose
columns are assigned with the values of the variabl



can be considered as a form of representationeof th SEARCH FOR A PARTITION
other desired system of functions= ¢(w, z). The

value ofy at the value ofw assigned to the-th OF THE SET OF ARGUMENTS

column, 1<i <r, and at any value @ turning nzj(zz) ) -

into 1, 1< <, is the vector that is at the intersection© S€arch for an appropriate partition of the set o
of thei-th column and thgth row. arguments that results in a solution of the task of

~ decomposition of a system of completely specified
Example 2. Let a system of completely specified3oolean functions, we use ternary matrix covers and

functionsy =f(x) be given by the following pair of compact tables induced by them.

matrices: , )
It was said above that the cover of a ternary mafri

can be obtained using the product operation on the
trivial covers of all the one-column matrices tlaaé

the columns ofU. The cover of any column of a
ternary matrix consists of exactly two blocks — arfie
them contains numbers of one-element rows having 0s
and “=" symbols, the other contains numbers of rows
having 1s and “—" symbols. If a column consistsyonl
of Os or only of 1s, then one of the blocks is gmBb,

if a matrix U hasn columns, then its cover can be
obtained agt= 1t x 1€ x ... x 7" whereTt is the cover

of thei-th column, I<i<n.
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For the partition of the set of arguments into stbs
Z1= {xl, X2, X3} and Z, = {X4, XS}, we have the
following matrices:

Let a few free variables be to find that constittite

X X X5 X4 %5 set Z, (then the set of bound variables would be
0001 1-11 Z;=X\Z,). To do this, we use the operation of
0102 0-2 dividing a ternary matrix cover by the cover of a
u=01-3 ,-]01]3 column of the matrix.
lo-o0/4 TPTl0-|4 _ _ .
00 -5 0115 Let us determine the operation to divide the cavef
1106 1-16 a ternary matriJ by the covent of itsi-th column as
11 -7 117 /M =mtxmex ... x10 txm % .. x7t This

operation can be easily fulfilled using thever map,
To find the length ofw in the superposition which, as well as Karnaugh map, has the lines of
y=¢W, z), w=g(z) where z = (x1, x5, x5) and Symmetry related to the variables of the Booleatep
2 = (x4, xs), We construct the covers of the ternariepresented by this map (Zakrevskij, 2007). To
matricesU; and U, Tt ={0, {3}, {5}, {7}, {6, 7}, transform the cover map of a ternary maujiinto that
{1, 4,5}, {2, 3, 4}y and @ = {1, 6}, {2, 4}, {1, 6, 7}, ©f the matrix obtained fronU by deleting thei-th
{2,3,4,5}}. The corresponding compact table i§olumn, one should superpose pair-wise the entries
represented in Table 1 that has seven differdf@t are symmetric with regard to the lines retatio
columns. Clearly, this task has no solution atgiven . and put the unions of the superposed entriestieto
subsetsZ, and Z,, because to encode the columns @btained entries. The obtained cover map would
the compact table with the valuesvafthree variables represent the desired cover.
are needed that is not less than the lengt.dhe Example 3. Figure 2 shows the cover map the ternary
below is an example of Table. Note that the captiQfatrix U from Example 2. The cover &f is 1= {[J,
should be above the table. {1}’ {3}, {4}, {5}, {6}, {7}, {2, 4}, {4’ 5}' {6, 7 },
{2, 3, 4}}. The division of 1t by the cover of the
columnx; does not change It is seen from the cover
map in Figure 3. Having transformed this map by the
described way with regard t@, we obtain {J, {7},
o 3 5 7 6,7 145 234 {1,6},{2, 4} {3,5} {1 6,7} {2, 3, 4,5}}asaresult
1,6 00| 00| OO0 O0Q 01 10 0dQ of dividing 1t by the covers of the columng andx,
2,41 00] oof o0 od o1 01 11  (see Figure 4).
1,6,7| 00| 00 0Q 01 01 10 0
2,3,45| 00l 10 01 00 O 11 11

Table 1: The compact table for the system of fuumdi
in Example 1.

Continuation of Example 3. Let us attempt to obtain a
decomposition of the given system of function ie th
form of y = @(w, ), w=g(z) wherez = (x3, x4, x5)
and z = (x4, xo). The corresponding compact table is
Table 2 that has five different columns, and tlaiskt
has no solution at that partition.




xs The compact table for the covers= {0, {6}, {7},

X4 {3, 5}, {6, 7}, {1, 2, 4}, {1, 2, 3, 4, 5}} andT? = {{1},
— {4, 5}, {6, 7}, {2, 3, 4}} is represented by Tabl@ that
4 10|01 1)0|5]| 45 have four different columns. To encode these cokymn
24|00 | o |ojo (o) 3234 two variables are sufficient. The codes of the owla
olololel|e67 7lo!| O are shown at the bottom of Table 3.
O |00 |jojo|O0ld 0 x5
X2 X3
X1 12,4 0 3,5 1,2,3,45
Figure 2. The cover map of mattixfrom Example 2 | 6 O 7 6.7
X5 2
X4

Figure 6. The cover map obtained by dividimgy the

X3 covers of the columr, andx,

4 'glo|1) 1|Oo)|5]| 45
| 1240l 0l 6]6,7 3| 2,34 Table 3: The compact table for the partition from

~

x Example 4.

2

Figure 3. The cover map obtained by dividimgy the o 6 7 35 67 1242345
cover of the columm, 1/00| 00| 0O 00| 0O 10 10

45/ 00| 00| 00| 01| o00f oO1 01
15 6,7/ 00] 01 01| 00| 01| o0Q 00
X4 2,34/ 00| 00| 00] 10| 00| 11 11

— — X3
S0 o (T8 167 7 34 334b 00 01 01 10 o01 11 11

) ] o To construct the systems of functions ¢(w, z,) and
Figure 4. The cover map obtained by dividimgy the \y = g(z,) that are the solution of the task, the functions

covers of the columr, andx, connected with the blocks of the covers obtainegtmu
Table 2: The compact table for the partition iRe constructed. The DNFs of the functions connected
Example 3. with the blocks ofit can be obtained from the cover

map in Figure 6: T0y(z) = x3 x5, TCo(Z1) = X1 x5 Xs,
O 7 16 24 35 167 2345 TUs(z) =Xx1X3Xs, T0a(Z) =x1X3Xs, TUs(Z) = X1 X3,
0 00 | 00 00 00 00 00 00 T[’le(zl) =_x1_x3_x5, Tll7(Zl) :_)Cl_X3 Xs5. S|m|lar|y, the
67100] 01] 01 00/ 00 01 00} pNFs TC(Z) = xp%a, TCo(Z) = X7 Xa, TP3(22) =x2 x4,
14,5| 00| 00 10 01 01 10 01 T[24(22):x2‘x4. are obtained. As a result of simple
2,34 00| 00 00 11 10 00 11 minimization we obtain the following matrices
The method suggested for the search for an apptepriepresenting the desired superpositipr ¢(w, z),
partition consists in fulfilling the IexicographicaW=g(Zl)i
enumeration and testing by the above way everyWl W, X, X Vi Y
variant of the se¥, if it would provide a solution of 2 72 24 1 J2

1101 10 X X3 X5 W W,
the task. 01 11 |lo1 00 - 10
Example 4. Let the system of completely specified {1 - 1 0| |1 0]’ - 00”01
Boolean functions from Example 2 be given. Fuliji 1-00 01 1 -1 01
the lexicographical enumeration of variantsZgfthat 1 -0 1

consist of two variables, we find that the first

appropriate variant iZ, = {X, Xs}, Z; = {X1, X3, Xs}.  If we are intended to minimize the length of thetee

For this variant with the cover map in Figure 2, we, we should continue the search. For this example,

obtain the cover map shown in Figure 5 and then whee length ofw cannot be reduced, but there is another

obtain Figure 6 from Figure 5. variant, Z, = {Xs, Xs}, Z1 = {Xg, X2, X4}, for which the
length ofw is equal to 2 as well.

X5
X4
_ X3 5 CONCLUSON
24|00 (1| 1 |0O|35] 2345
Ilolololele67] 7| O 0 The method suggested for searching for a partibion

the set of arguments for decomposition of a systém

Boolean functions does not exclude the complete

Figure 5. The cover map obtained by dividimgy the enumeration of different variants of the partitidmyt
cover of the columm, using ternary matrices covers and the representafio

X2
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