Specialios struktiiros daugiasluoksnis perceptronas daugiamaciams duomenims vizualizuoti

Pasiulytas ir istirtas radialiniy baziniy funkcijy ir daugiasluoksnio perceptrono junginys daugiamaciams
duomenis vizualizuoti. Sitilomas vizualizavimo budas apima daugiamaciy duomeny matmeny mazinimg naudojant
radialines bazines funkcijas, daugiamaciy duomeny suskirstymq j klasterius, klasterj charakterizuojanciy skaitiniy
reikSmiy nustatymgq ir daugiamaciy duomeny vizualizavimg dirbtinio neuroninio tinklo paskutiniame pasléptajame
sluoksnyje.

1. Ivadas

Daugiamaciams duomenis analizuoti yra sukurta daug jvairiy metody: klasifikavimo, klasterizavimo, statistinés
analizés ir kt. Jais galima nustatyti stebimy duomeny tasky ar jy grupiy artimuma, sudaryti taisykles, pagal kurias
tokio tipo duomenys biity rii§iuojami, vertinti atskiry parametry jtakg daromam sprendimui. Svarbig vieta duomeny
analizéje uzima vizualizavimas. Didelio matmeny skai¢iaus duomeny vizualizavimas leidzia geriau suvokti
sudétingas duomeny aibes, padeda nustatyti i$skirtinius jy poaibius. Siekiant gauti kuo daugiau naujy Ziniy apie
analizuojamus duomenis, bandoma net sujungti kelis skirtingais principais grindziamus vizualizavimo metodus
(Dzemyda, Kurasova, Medvedev, 2007).

Daugiamaciai duomenys — tai objektai (zmonés, jrenginiai, augalai, gamtos reiskiniai), kuriuos charakterizuoja
faktiniai parametrai, dar vadinami pozymiais, savybémis, rodikliais, ypatybémis. Objekty skaicius m yra baigtinis.
Tam tikras parametry reik§miy rinkinys nusako viena konkrety analizuojamos aibés objekta X, = (x,,,X,5,...,X,, ),

i =1,m, ¢ia n yra parametry skaicius, 7 yra objekto numeris. Objektai X, = (x,,x,,,...,x,,) dar vadinami

vektoriais ar taSkais, o parametrai x,, X,,...,X, —komponentémis ar poZymiais. Analizuojamy duomeny aibg

galima atvaizduoti kaip matrica X={X,, X,,.... X, } ={x,,i = 1,m, j= I,_n} , kurios i-0ji eiluté yra taskas

ij>
X, € R" (Dzemyda, Kurasova, Zilinskas, 2008).

Darbe pasiiilytas ir istirtas spacialios struktiiros daugiasluoksnis dirbtinis neuroninis tinklas (DNT), kurio pirmasis
pasléptasis sluoksnis yra radialinés bazinés funkcijos, o likusioji tinklo dalis daugiasluoksnis perceptronas, kuris
paprastai apmokomas klaidos skleidimo atgal algoritmu. Idéja: paskutiniojo pasléptojo sluoksnio i§€jimy reikSmiy
vizualus pateikimas.

2. Daugiamaciy duomeny vizualizavimas naudojant DNT pasléptojo sluoksnio iSé¢jimus

2.1. Tinklo struktiira ir idéja

Darbe konstruojamas tiesioginio sklidimo daugiasluoksnis DNT, skirtas mokymui su mokytoju, t. y., kai i§ anksto
zinomos norimos i§¢jimo reik§més. Tinklo specifikacija: pirmasis pasléptasis sluoksnis susideda i§ gausiniy
radialiniy baziniy funkcijy (RBF), kuriy yra tiek, kiek spéjama, kad daugiamaciuose duomenyse yra klasteriy;

paskutinis pasléptasis sluoksnis susideda i§ dviejy neurony, jei norime gautus iSéjimus pavaizduoti dvimatéje
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erdvéje, arba i$ trijy neurony, jei norime gautus i$éjimus pavaizduoti trimatéje erdvéje. 1 pav. pateikiamas
tyrimams naudotas tinklo atvejis, kuomet buvo trys paslépti sluoksniai, jskaitant ir pirmajj su RBF, o paskutinio
pasléptojo sluoksnio neurony skaicius lygus 2. Bendru atveju pasléptyjy neurony sluoksniy skaicius L yra
neribojamas, / =0, 1, ..., L, ¢ia sluoksnis / = 0 zymi j&jimus, o / = L — paskutinjjj (i$¢jimy) sluoksn;.

Kiekviename sluoksnyje / gali biiti 7, neurony (Dzemyda, Kurasova, Zilinskas, 2008).
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2-asis pasléptasis sluoksnis [ =2
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1 pav. Tiesioginio sklidimo DNT, naudotas tyrimams

Tinklo mokymas vyksta dviem etapais: pirmo etapo metu mokomas RBF sluoksnis; antrojo etapo metu mokomas

daugiasluoksnis perceptronas.
Pirmojo etapo metu atliekamas daugiamaciy duomeny X, = (x,,X,,,...,X;, ), I = I,_m ,kur X, € R" , matmeny

mazinimas, transformuojant X, e R" | R, € R*: R, =(7,,ry,....7; ), kur k < n.Matmenys mazinami
pasinaudojus gausine RBF, kuri apskaic¢iuojama pagal formulg:

X, —u, |
26°
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Cia u; yra radialinés bazinés funkcijos 7; centro taskas, u; € R", || X; — u; || —atstumas tarp taSky X, ir 4,

1

i=lm, j= I,_k , 0 —plocio parametras, nuo kurio priklauso funkcijos glotnumas.



Antrojo etapo metu DNT mokomas klaidos skleidimo atgal algoritmu (ang. error back-propagation). Neurony

1
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aktyvacijos funkcija — netiesinis loginis sigmoidas f(a) = . Tinklo mokymo duomenys yra RBF i§¢jimuose

gauti taskai R, i = I,_m . DNT mokymo metu kei¢iamos neurony perdavimo koeficienty (svoriy) tasky
W=, i=0n,j=1n gia w' — sluoksnio jungtis tarp /-tojo sluoksnio i-tojo neurono ir /+1 sluoksnio j-
ij i J 1+1 ij jung p ]

tojo neurono) reik§mes ir siekiama gauti kiek galima maZesne paklaida (Dzemyda, Kurasova, Zilinskas, 2008)
1 m
EW)= EZ(yi _ti)z >
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¢ia y, — gautos tinklo iS¢jimo reikSmés, ¢, — norimos tinklo i§¢jimo reik§meés.
Pasitilyto DNT taikymas vizualizavimui:

1. Pasirenkamas spéjamas skaicius k& klasteriy, kuriuos sudaro aibés X taskai.

2. Vykdomas aibés X tasky klasterizavimas j k klasteriy K, j =1,k .
3. Naudojantis klasterizavimo rezultatais: a) apskaiciuojami RBF parametrai; b) kiekvienam klasteriui priskiriama

tam tikra skaitiné reikSme y ,, j =1,k .

4. Transformuojami aibes X taskai X, = (x,,x,,,...,x, ) € R" jtaskus R, = (7,,7,....1; ) € R*.

5. Daugiasluoksnio perceptrono mokymas naudojant taskus R, = (7;,,7,,,....7; ), i = I,_m , kaip j&jimo reikSmes ir
¥ ; » kaip norima tinklo reakcija i R, (X, € K)

6. Vizualizuojamos DNT L-1 sluoksnyje gautos reik§més (1 pav. atveju, tai neurony P]3 ir P; i$éjimai).

2.2. Daugiamaciy duomeny suskirstymas j klasterius ir klasterj charakterizuojanciy skaitiniy reikSmiy y ;

nustatymas
Perceptrono tipo tinklo mokymui su mokytoju reikia Zinoti norimas tinklo i§¢jimo reikSmes. Misy atveju tinklo
i8¢jimo reik§me yra konkrety klasterj K, , kuriam priskiriamas duomeny taskas X; (X, € K ), atitinkanti tam
tikra skaitiné charakteristika.
Pradinius daugiamacius duomenis galima suskirstyti ] nurodytg klasteriy skaiciy k, pasinaudojant kuriuo nors
klasterizavimo metodu. Siame straipsnyje naudotas k-vidurkiy (ang. k-means) metodas. Sis klasterizavimo metodas
dél savo paprastumo ir greitumo yra daznai naudojamas daugiamaciams duomenims skirstyti j klasterius (Frahling,

Sohler, 2006). k-vidurkiy metodas minimizuoja kvadrating paklaidg (Kurasova, 2005)

k
Eg=minY Y| X,-u, P,

j=l X;eK;
Cia || X; — p; || atstumas tarp kiekvieno duomeny tasko X ir klasterio, kuriam jis priklauso, centro 4, , k —

klasteriy skaicius.



Klasterizavimo rezultate duomeny aibg X, i =1,m suskirstome j & klasteriy K, j = 1,k . Viena kiekvieno

klasterio skaitin¢ charakteristika yra jo centras g, ji yra n-mate, t.y. u; € R" . Kita skaitiné charakteristika —
klasterio numeris.

1 pav. parodytame DNT yra vienas i$¢jimas. Naudojantis tinklu, i ji padavus X, € R", norétysi i$¢jime gauti
kazkokj skaiCiy y; € R', kuris atspindéty to tasko priklausomybe j-tajam klasteriui. Klasterio numeris negali biti
tokia charakteristika, nes jis neatspindi tasky X, tarpusavio i§sidéstymo n-matéje erdvéje. Klasteriy centrai tam
tikra forma atspindi tasky iSsidéstyma, taciau jie patys yra n-maciai.

Y, € R' & u ;€ R" galima gauti naudojantis projekcijos metodais (pagrindiniy komponenciy analize (ang.

principal component analysis), tiesine diskriminantine analize (ang. linear discriminant analysis), daugiamatémis

skalémis (ang. multidimensional scaling) ir kt.) ( Dzemyda, Kurasova, Zilinskas, 2008).

Siame straipsnyje taikomas daugiamaéiy skaliy (MDS) metodas, kuriuo nustatomi atitikmenys tarp X ,ER",
. 1

X, eK;,iry, eR.

2 pav. pateiktos y; € R' reikimés, atitinkan¢ios n-macius klasteriy centrus g ;€ R", j= I,_k , 0 taip pat tas

reikSmes atitinkancius taskus X, i =1,m numeriai, t. y. ¢ia parodyta, koks turéty biiti neuroninio tinklo atsakas j
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2 pav. Klasteriy centry atvaizdavimas tieséje: a) irisy duomenys b) atsitiktinai generuoti duomenys

3. Pasiulyto dirbtinio neuroninio tinklo tyrimas

DNT tyrimai buvo atlickami eksperimenti§kai. Eksperimentai atlikti su dviem daugiamaciy duomeny aibém:

1. Géliy irisy duomenys (Iris Plants Database). Irisy duomenys buvo surinkti 1936 m. R. Fisher. Duomeny bazéje
pateikiami trijy raiSiy irisai — Setosa, Versicolour ir Virginica. Kiekvienos klasés yra po 50 duomeny tasky, i$
viso 150 irisy duomeny tasky. Kiekvienas duomeny taskas sudarytas i$ keturiy parametry — taurélapio ilgio,
taurélapio plocio, vainiklapio ilgio ir vainiklapio plocio. Ilgis ir plotis matuojasmas centimetrais. (Fisher, 1936)

2. Atsitiktinai generuoti duomenys. Duomenys generuoti taip, kad sudaryty 5 klases. Kiekvienos klasés yra po 100

tasky, i$ viso 500 duomeny tasky. Kiekvienas duomeny taskas sudarytas i§ 10 parametry.

1 pav. pateiktas tinklas buvo mokomas aibés X taskais, iS¢jime siekiant gauti tuos taskus atitinkanCias

v . . . 3 3 e . .. . v .
reikSmes. Vizualizavimo rezultatas — po mokymo gautos (£ , P, ) reik§més visiems aibés X taSkams. Tyrime



buvo kei¢iamas RBF plo¢io parametras ¢ . Visos RBF naudojo tokj patj parametrg 6 . Kiekvieng kartg, prie$
pradedant mokyti tinkla, atsitiktinai parenkami pradiniai svoriai, délto su kiekvienu o buvo atlikta po 100
bandymuy, i§ kuriy iSrinktas geriausias tinklo apsimokymo rezultatas. Geriausiai apsimokiusiu tinklu vadinamas
DNT, kurio daroma klaida i$ atlikty eksperimenty po apsimokymo buvo maziausia. 1 lenteléje pateiktos i§ 100
atlikty bandymy su kiekvienu parametru o atrinktos maziausios daromos klaidos.

1 lentelé Tinklo mokyto irisy ir atsitiktinai generuotais duomenimis eksperimenty rezultatai

Irisy duomenys Atsitiktinai generuoti duomenys

Sigma Klaida Sigma Klaida
2 0.00139 3.3 0.00996
1 0.00042 2 0.00345
0.67 0.00037 1 0.00292
0.5 0.00030 0.67 0.00813
0.4 0.00155 0.5 0.08028
0.3 0.00820 0.4 0.14905

Pagal 1 lenteléje pateiktus duomenis matyti, kad irisy duomenimis gerai apsimokeé tinklas, kuriam parinktas

0 =0.5. Nuo jo nedaug atsilieka tiklas, kuriam parinktas 6 = 0.67 . Po tinklo apmokymo i§é¢jimuose gauti taskai
atitinka y ; reikSmes (2a pav.). 3 pav. parodyti vizualizuoti L-1 sluoksnyje gauti i§¢jimai po tinklo apmokymo.
Siame paveiksle, kaip ir kituose, kur pateikiami vizualizavimo rezultatai, abscisiy asyje atidétos P]3 reiSkmés, o

ordinagiy asyje atidétos P’ reik§més, gautos pateikiant tinklui visus taskus X, i=1,m .
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a) b)
3 pav. Pasléptajame L-1 sluoksnyje gautos reikSmés: a) 0 =0.5b) o = 0.67

I8 3 pav. pateikty grafiky matyti, kad irisy duomenys aiskiai susiskirsto j tris klasterius. Taip atsitinka, tik gerai
apsimokius tinklui. Pagal 1 lenteléje pateiktus tinklo apmokyto irisy duomenimis gautus rezultatus matome, kad
prasCiausiai apsimoké tinklas, kuriam parinktas 6 = 0.3. 4a pav. matome, kad po DNT apmokymo tinklo i§&jimo
reik§més yra susimaisiusios — dalis tasky priklausanciy pirmajam ir antrajam klasteriui peréjo j treciajj klaster;.

4b pav. parodo, kad blogai parinkus parametrg 6 duomenys nesusiskirsto j klasterius.
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4 pav. 0 = 0.3: a) tinklo i$¢jime gautos reikSmés b) pasléptajame L-1 sluoksnyje gautos reikSmés

Pagal 1 lenteléje pateiktus atsitiktinai generuoty duomeny gautus rezultatus matome, kad gerai apsimoké tinklai,
kuriy 6 =2 ir 6 =1. Taciau visais atvejais tinklas neapsimoké taip gerai kaip su irisy duomenimis. I§ 5 pav.
matome, kad tinklo i§éjimuose gautos reik§més i§sibarsciusios (palyginus su 2b pav.), bet klasteriai tarpusavyje

nesusimaise.

Reikasmé

5 pav. Tinklo i$¢jimo reik§meés, kai 0 =1

6 pav. parodyti vizualizuoti L-1 sluoksnyje gauti i$¢jimai po tinklo apmokymo, kai § =2 ir 6 =1.
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a) b)
6 pav. Pasléptajame L-1 sluoksnyje gautos reik§més: a) 0=2b) 0=1

Nors po tinklo apmokymo i$éjimo reik§més yra i$sisklaide, bet i§ 6 pav. pateikty grafiky matyti, kad atsitiktinai
generuoti duomenys susiskirsto j klasterius. Pagal 1 lenteléje pateiktus duomenis matome, kad didziausia klaida
tinklas daro, kai & = 0.4. Tinklo i§¢jime gautos reikSmés pateiktos 7a pav. Jos yra iSsibarséiusios intervale [-3, 9]
ir taSkus sunku vizualiai priskirti klasteriams. 7b pav. pateiktos vizualizuotos gautos (P]3 ir P;) reik§més, Cia

taskai tarpusavyje susimais¢ ir nei$skiriamas nei vienas klasteris.
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7 pav. 0 = 0.4: a) tinklo i$¢jime gautos reik§més b) pasléptajame L-1 sluoksnyje gautos reik§més

4. ISvados

Darbe pasiiilytas metodas daugiamaciy duomeny vizualizavimui naudojant radialiniy baziniy funkcijy ir
daugiasluoksnio perceptrono junginj. Apmokius tokj tinklg, paskutiniojo pasléptojo sluoksnio neurony i§é¢jimo
reik§més yra laikomos jéjimo tasko atvaizdu Zemesnio matavimo erdvéje. Kiek tame sluoksnyje yra neurony, j
tokio matavimo erdve galime projektuoti daugiamaéius duomenis. Siame straipsnyje eksperimentiskai
nagringjamas atvejis, kai pasléptajame sluoksnyje yra 2 neuronai. Bendru atveju neurony gali biiti ir daugiau.
Atlikti eksperimentai leidzia padaryti Sias i§vada, kad dirbtinio daugiasluoksnio neuroninio tinklo apsimokymo
kokybé labai priklauso nuo parinkto RBF parametro O . Nustatyta, kad parinkus tinkamg & reik$me, tinklo
paskutiniojo pasléptojo sluoksnio i§éjimy reikSmés teisingai susiskirsto j vaizdziai matomus klasterius.
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Special multilayer perceptron for multidimensional data visualization

Summary



In this paper present, the special feed forward neural network which consisting of radial basis function layer and
multilayer perceptron. This multilayer perceptron has been proposed and investigated for multidimensional data

visualization. The proposed visualization approach includes data clustering, determining the parameters of radial
basis function and forming the data set for training multilayer perceptron. The outputs of the last hidden layer

considered as coordinates of visualized points.



