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Objectives

e Presentation of 2 very popular fields of
Artificial Intelligence (Al) and a specific
combination of these
— Study of genetic algorithms
— Review of game theory terminology

e Application of evolutionary methods for
problems from game theory

e Development of optimal strategies for games



|ntroduction

Hybrid Molecular
systems computing
Neural
Expert computing Virtual
systems reality

e Place of Genetic
Algorithms between Al
technologies

— It has a central position

— It is used by several other
methods

— it's arelative new field
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Parallel
Database computing

Conventional

Availability

e Games and Game Theory
— Important research fields of the Al
— the aim is the development of efficient search algorithms
— theresearch results can be used by other fields as well



Genetic Algorithms (GAS)

Global optimization method
Stochastic algorithm
Adaptive search technique

Provides a domain independent search
neuristics

Problem independent algorithm
t has a robust structure
Artificial selection




GA — Steps, Components

Based on the principle of natural selection, it simulates
several biological processes

Simple representation of a problem’s solutions using
strings (bit strings - if possible) —chromosome
(individual) representation

The GA simultaneously works with several solutions
(individuals) — generates a sequence of populations

Evaluation function, which has the role of the
environment, the estimation of solutions in pursuance
of the fithess — fitness function

Genetic operators, which are changing the content of
the offspring individuals during reproduction



GA Components Chromosome

® Codlng of solutlons

e A syntactically well and easy to handle letter-
or number sequence

e The positions (indexes) of chromosome
(genotype) are the genes, the values (letter or
number, character) on this positions are the
alleles



GA Components — Fitness Function

e Measures the performance, competence,
suitability, fitness of individuals

e Definition of fithness function can be the most
difficult but also the most important task

e The aim is to find the global optimum of this
function



Genetic Operators

e Simple transformations on chromosomes

e Genetic operators can be classified in 3 main
groups:
— selection, recombination

— mutation
— crossover, reproduction

e For the GA it can be given as parameter the
mutation and crossover rates (probabilities) in
order to be used these operators only for a
certain number of individuals



Genetic Operators — Selection

e It chooses an individual from the population
taking into account its fitness

e Variants:
— fitness proportionate selection
— tournament selection



Genetic Operators — Selection (cont.)

e Fitness Proportionate Selection

— the probability of selection of a solution is
greater if his fitness is more greater compared
to the population’s average fitness value

— the probability of selection for each element of
the population:

where f(e) is the fitness value, n the population size, and f(Pop)
IS the average fitness of the population’s elements

— In practice the roulette wheel method is used, where each
element of the population is represented by a slice/niche of the
roulette wheel, which is straightforward proportional with the
individual’s fithess score



Genetic Operators Selection (cont.)

e Tournament Selection
— agroup (typically between 2 and 7 individuals) are selected at
random from the population and the best is chosen

e Elitism

— an elitist genetic algorithm is one that always retains in the new
population the best individual found so far

e The selection operators are used as many individuals
IS needed in the new population



Genetic Operators — M utation

e The aim is the refreshment of the individuals; leads to
additional genetic diversity

e Help the search process escape local optima traps
e Changes the values of randomly selected genes

(of1f1Jofofof1]o]t1]1]

(oJ1JoJoJoftfi1joft]1]



Genetic Operators — Crossover

e Several variants exits

e One-point crossover

— the aim is to generate fitter individuals (offspring) by

combining (exchanging bits) the properties of different
Individuals (parents) through

— at crossover point the two half codes are swapped, creating
new individuals (offspring)

[ 1{t]J1JoJoJof1[O]T]1]



GA — Algorithm

e Several variants known

Codi ng of individuals, genetic representation
Definition of fitness function - -
. Evaluate the fitness of

Setti ng t he par aneters individuals

Generating initial popul ation

Whil e not(term nation condition) do
Creation of new popul ati on from parent
popul ati on using the sel ecti on operator
Crossover, nmutation in the new popul ation

The new popul ation wll take the role of
parepts I n the next generation/iteration D erfor eataton ot the
End \Nhl I e mutation rate

e The initial population is usually generated
randomly

e Termination condition can be the iteration number

Eztract solution




e GA belongs to the class of problem-
Independent metaheuristics

e Most common metaheuristic algorithms:
— simulated annealing

— tabu search
— hill climber

e Advanced searching methods

e Global methods, containing local optima
avolidance techniques



Simuliated Annealing

e Stochastic computational technique derived from statistical
mechanic
e Used for large optimization tasks (VLSI, wire routing)

t « 0
Initialize T initial tenperature
Sel ect randomy a v, string
r epeat
r epeat
Sel ect a v, new string fromthe nei ghborhood of v, by changi ng
single bits of v,
if f(vy)<f(v, then v, < v,
else if randonfO, 1) <exp{(f(v,)-f(v.))/T}
then v, « v,
until (stop condition) //tenperature equilibriunm iteration nunber
T « g(T,1t)
t «t +1
until (termnition condition) //T reached a | ow val ue; sys. has frozen



T abu Search

e lterative corrective algorithm

e Used for problems where the solutions are situated on the nodes
of a graph

e T tabu list

— contains the recently checked/examined solutions, the earliest is
deleted after atime

— recency based (temporary) memory

S « (initial allowed solutions) //s — current solution
S* « s [/s* - Dbest solution found during search
k « 1
whil e not(term nation condition) do
S’ « best elenent fromthe neighbors of s — T
Update T with s’
S « S’
If s is better then s* then s* ~ s
k « k + 1
endwhi | e



Hill Climiber

e Simple iterated (steepest ascent) hillclimbing algorithm

e The success of the algorithm’s single iteration depends on the
Initial string

t 4—0
r epeat
| ocal ~ FALSE
Sel ect randomy a v, string
r epeat
Sel ect n new strings fromthe nei ghborhood of v, by changi ng
single bits of v,
Select the v, string fromthe set of new strings, where the f
obj ect function value is the greatest
i f f(v.)<f(v,) then v, < v,
el se local ~ TRUE
until | ocal
t «t +1
until t = MAX //MAX - iteration nunber



Comparing M etaheuristics — Example

Find global maximum of the function:
— f(v) =|11*one(v)-150],
where one(v) = number of 1s in the 30 length v binary string
— global maximum: v, = (111...111), f(v,) = [11*30 - 150] = 180
— local maximum: v, = (000...000), f(v,) =|11*0 - 150| = 150
HC — sometimes finds only the local maximum
— exX. initial string contains 13 ones (function value 7)
— 14 ones — function value 4; 12 ones — function value 18
SA — handles easier this task, because with certain probabilities

accepts worse solutions, which helps the algorithm to get out of
local optima

— ex. V. has 12 ones, v, 13 ones

— p=exp{(f(v,)-f(v.)/T}=exp{(7-18)/T}; if T=20 then p=e1120=0,576
GA - finds the global maximum using relatively low iteration
number and avoids easily local optima traps



GA — Applications

e It's worth to use for tasks, which:
— have a large search-space

— don’t have domain-specific description, knowledge

e NP-hard problems

— graph coloring, traveling salesman problem ( ),
binpacking, backpack problem, SAT

e Problems with large search-space

— , machine learning, evolving
artificial neural networks ( ), combinatorial
problems

e Applying for game theory problems



Game and Game Theory

e Game

— it requires from a person a high level of intelligence, cognitive activity
— task, whose solution is searched by the Al with the help of computers

— the games were the first to pique the interest of researchers, because
it was a great challenge: creating programs that are capable of
exceeding the performance and ability of humans

— Deep Blue chess program is a great achievement —in 1997 defeated
the World Chess Champion

— finding the solutions of strategic games is the research area of
machine learning

e Game Theory
— symbiosis of mathematics, economics and computer science
— Neumann analyzed economic behaviors through the games
— used to explain strategic reasoning, conclusions



Game Propertl es, Classification

© Players number
— one, two or more players

e Information

— perfect information — every player has access to all
iInformation, they know the rules of the game, the previously
done moves and the current state

— Imperfect information
e Zero-sum
— the sum of a player’'s wins and loses is zero

e Finiteness

— finite — from a given state there are finite number of
possibilities and the game ends in a finite time

— Infinite



Game Complexity

e State-space complexity

— number of legal game
positions reachable from the
initial position

e TTT: 39719683 upper bound,
5478 sharper upper bound

» Go-Moku: 322°=10105

» Chess: 10°°

e Game-tree complexity

— number of leaf nodes in the
solution search tree of the
Initial position

e TTT: 9!

» Go-Moku: 21030=107°
~ Chess- 3580:10123 awari checkers qubic Chiness ga-maku

. chess
ning

- connect- athalla = chess renju
men's four draughts
marris

@ game-tree complexity

) state-space complexity
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|PD — Presentation

e lterated Prisoner’s Dilemma — IPD

two player, non zero-sum, imperfect information (non
cooperative), infinite, social game

during a move the players have to make a decision separately
(choice between cooperation and defection); any previous
communication between the players is not allowed

according to the decisions the players will receive points,
which is also told to the other player

this process is repeated/iterated n times, none of players know
when ends the game

the aim is to maximize the accumulated points by each of the
players

agame in IPD is a choice by each player in one



IPD — Game Strategies

Robert Axelrod handled
the choice-pairs as
parameters — they have
names and values,
relations between them

a problem is IPD, if:
T>R>P>S and 2R>S+T

simulates different social, e

economical, military and
political interactions
(“arms race”)

choices in one move
might affect the future

choices of the other player ®

(partner)

opponent has defected twice
consecutively

PAVLOV: cooperates if and only if

both players choose the same
option in the previous move

SPITEFUL: cooperates until
partner defects, subsequently
always defect

ALLC, ALLD, RANDOM etc.

for years the TFT was considered
the best strategy



IPD — Evaolvi ng Strategy with GA

o Representatlon
— aplayer in the current game makes a choice (C/D, 1/0) on the basis of

the outcomes of the previous 3 games (6 moves) — 26=64 different
combinations

— the strategy is a 64 bits long string which contains the answers for
every possible game-sequence

— we add the initial 6 moves in order to start the series of games, the
chromosome becomes a 70 length bit string

e Fitness function

— competitive fitness function — every individual plays a certain number
of games against every other population member (full competition)

— fitness value = sum of the points (based on the payoff matrix) received
by the individual through all the games (game numbers*population
size if is self-play)

e Genetic operators
— 1-point crossover (rate of 25%) and mutation (rate of 1%)




|PD — Evaluation, Results

crossover probability: 0,25

mutation probability: 0,01
game-pair numbers: 150

roulette wheel selection
generation-number: for lower values
the defection is common, but in the
course of iterations more and more

individuals begin to cooperate, thus
the average score tends to 3

— population size: 50
population size: with more individuals
a better strategy is evolved, adapting

to a strong and diversified/varied
environment

— lteration-number: 50

the results are the average of 10
consecutive runs

—e— Bestindividual

—a— Population's
average

—e— Bestindividual

—a— Population's
average

Population size




Puzzle Game — Presentation

e 9-cell puzzle
— on a 3x3-as grid 9 numbered squares/cells

— the aim is to reach a given final state starting from an
Initial random state/configuration

— the cells In the same row or column can be
exchanged

e 8-cell puzzle
— 8 blocks and an empty square
— the cells can be moved on the empty space



O-cell Puzzle — GA

Representation
— exchange of cells is coded with 0-18 numbers

— chromosome: sequence of these codes, which transforms the initial
state to another state (final state when the solution is found)

Fitness function
— difference between the current and final state

— the more cells are in correct position the best is the state
— individual’s fithess:

where A. denotes the current position for number i, V. the correct position
and d distance between the two states

ex. total distance between the two states on the figure is 20
Genetic operators
— 1-point crossover (rate of 50%) and mutation (rate of 2%)



O-cell Puzzle — Evaluation, Results

e Results of the different
population sizes in the
function of generations

error: discrepancy
between the current and
final state

crossover probability: 0,5
mutation probability: 0,02
depth of game-tree: 15

elitist tournament
selection
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TTT — Presentation

e Tic-Tac-Toe—-TTT

— Two person, perfect information, zero-sum, board
game

— players alternate placing their markers (X
respectively O) on a 3x3 grid and the first player to
obtain 3 in a row horizontally, vertically or diagonally
wins

— If there is no winner and no more free cell the game
Is called draw game



T - Evolving Strategy with GA

— every possible position which does not have a symmetric form, does
not contain a win, has at least to opened squares, it's not initial - or
final state — totally 593 positions

— chromosome: 593 genes, the allele contains the position number
which the player marks in the current state

e Fitness function

— competitive fitness function — every individual plays a certain number
of games against every other population member (full competition)

— during a game-pair players alternate starting order

— at the end of a game, strategies receive scores based on their results
(win, loss or draw)

— fitness function = sum of the points received by the individual through
all the games (game numbers*population size if is self-play)

e Genetic operators
— 1-point crossover and mutation



TTT —Evauation, Results

e population size: at greater
values the individuals are
learning more

— maximum average score is 3,
(Win=3, Draw=2, Lose=1)

— Iteration number: 100

— crossover probability: 0,05
— mutation probability: 0,08
— number of game-pairs: 2
— tournament selection

e testing the strategy: 1000
pairs of games were played
with the RANDOM strategy

N oo N ® o w

NNNNN N NN
w

Average score of best individual

N

10 20 30
Population size

10 25
Population size

40 50

O Number of wins
@ Number of draws
O Number of losses




Conclusions

The genetic algorithms have proved to be an
efficient global optimization method

GA can be well used for different problems from
game theory, where, the search-space Is large
and there is no concrete domain- -specific
knowledge

The GA was able to evolve intelligent behavior
patters in arelative short time for the Iterated
Prisoners Dilemma problem

Further information...

Diploma Work
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