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Abstract

Using evolutionary simulations we develop autonomous agents controlled

by arti�cial neural networks (ANNs). In simple life-like tasks of foraging and

navigation, high performance levels are attained by agents equipped with

fully-recurrent ANN controllers. In a set of experiments sharing the same

behavioural task but di�ering in the sensory input available to the agents,

we �nd a common structure of a command neuron switching the dynamics

of the network between radically di�erent behavioural modes. When sensory

position information is available the command neuron re
ects a map of the

environment, acting as a location-dependent cell sensitive to the location

and orientation of the agent. When such information is unavailable the

command neuron's activity is based on a spontaneously evolving short-term

memory mechanism, which underlies its apparent place-sensitive activity. A

two-parameter stochastic model for this memory mechanism is proposed. We

show that the parameter values emerging via the evolutionary simulations are

near optimal; evolution takes advantage of seemingly harmful features of the

environment to maximize the agent's foraging eÆciency. The accessibility

of evolved ANNs for a detailed inspection, together with the resemblance

of some of the results to known �ndings from neurobiology places evolved

ANNs as an excellent candidate model for the study of structure and function

relationship in complex nervous systems.

1 Introduction

In recent years a novel paradigm emerged in the study of ANNs. This paradigm uses genetic

algorithms [Mitchell, 1996] and evolutionary computation [Fogel, 1995] to develop ANNs.
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Work in this �eld can be divided to the development of isolated ANNs, evolving to maximize

a certain target function on one hand [Kitano, 1990, Harrald and Kamstra, 1997], and the

development of embedded ANNs, serving as the control mechanism for an autonomous agent,

on the other hand [Gomez and Miikkulainen, 1997, Jakobi, 1998, Scheier et al., 1998, Kod-

jabachian and Meyer, 1998]. In the latter case the agents perform certain behavioural tasks,

and their performance level in these tasks serves as the basis for evolutionary selection. This

new paradigm of Evolved ANNs (EANNs) is clearly very interesting from the applicative

point of view, opening new horizons to the development of robotic control mechanisms.

However, its relevance to our understanding of biological neural systems has not yet gained

wide recognition.

There are two fundamental questions concerning EANNs we address in this

paper: 1. Can we identify and analyze neurons and network structures emerging

in EANNs which play an important information processing role in controlling

autonomous agents? And if so, then 2. Do structures resembling �ndings

from biology indeed occur in EANNs? Using evolutionary simulations we developed

autonomous agents controlled by ANNs, and conducted a thorough analysis of the evolved

neuro-controllers. Our results strongly suggest that EANNs are relatively tractable models

to analyze, manifesting biological-like characteristics.

The EANN-controlled autonomous agents we develop use unconstrained network con-

nectivity patterns to perform simple life-like behavioural tasks. Under these conditions, we

show that networks maintaining steady activation levels can evolve, and moreover { serve

to control agents that perform at a remarkably high level compared with algorithmic bench-

marks. Non-trivial network structures evolve in these agents. We analyze these structures

and demonstrate the existence of neurons whose functional repertoire strongly resembles

that of \command neurons" known from biological networks [Combes et al., 1999, Teyke

et al., 1990, Nagahama et al., 1994]. The command neuron's activity is driven either by

positional information or by a short-term memory mechanism, depending on the speci�c

sensory information available to the agent.

The emergence of location-dependent cells in EANNs has previously been demonstrated

1



by [Floreano and Mondada, 1996] who studied homing navigation of a real robot. They

found a neuron in the controlling EANN that exhibits location- and orientation-dependent

activity. [Jakobi, 1998] has described a simple memory-based behaviour in a small, bilater-

ally symmetrical EANN with 10 neurons and about 20 synapses. In this paper we revisit

both of these issues, showing how they emerge concomitantly in agents with various sensory

capabilities performing a task requiring simple navigation and foraging skills. For the �rst

time, we conduct a thorough analysis of the evolved networks and the computations they

perform. We study the emergence of location-dependent cells also under conditions in which

the agents are deprived of any positional cues, and �nd that the apparent place-dependent

activity is actually the result of an emerging memory mechanism culminating in a single

neuron. This demonstrates that di�erent computations can result in the same phenomenon

of a \place cell". We show that the emerging place cell takes the role of a command neuron

which modulates a complex switch in network dynamics between two distinct operational

modes, that in turn manifest themselves in two di�erent behavioural modes of the agent.

The rest of the paper is organized as follows: Section 2 gives an overview of the model.

A more elaborate description can be found in Appendix 1. Section 3 describes the per-

formance levels attained by evolved agents. In section 4 we demonstrate the emergence of

command neurons modulating the behaviour, and de�ne the two basic modes of behaviour.

Sections 5 and 6 investigate the properties of the command neurons under two di�erent

sensory scenarios. We show that when sensory information is scarce a memory mechanism

is evolved and helps to control the behaviour of the agent. Section 7 investigates in de-

tail the network structure in a particular successful agent. Finally, section 8 discusses the

results. Appendix 1 gives a self-contained, detailed description of the simulation model.

Appendix 2 describes the various behavioural measures we used to quantify the agents' two

basic behavioural modes and appendix 3 gives the algorithm we wrote as a benchmark for

one of the behavioural tasks.
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2 The Model

The basic environment consists of a grid arena surrounded by walls. In this arena two kinds

of resources are scattered. \Poison" is randomly scattered all over the arena. Consuming

this resource decreases the �tness of an agent. \Food", the consumption of which increases

�tness, is randomly scattered in a restricted \food zone" in the south-western corner of

the arena. The agents' behavioural task is seemingly very simple - to eat as much of the

food while avoiding the poison. The complexity of the task stems from the limited sensory

information the agents have about their environment. The agents are equipped with a set

of sensors, motors, and a fully-recurrent ANN controller. It is this neuro-controller that

is coded in the genome and evolved; the sensors and motors are given and constant. The

models we explore di�er in the sensors the agents are equipped with, the size of the network

(15-50 neurons), and whether or not the food zone border is marked.

In all models explored the agents are equipped with a basic sensor we termed somatosen-

sor, consisting of �ve probes. Four probes sense the grid cell the agent is located in and the

three grid cells ahead of it (see Figure 1). These probes can sense the di�erence between

an empty cell, a cell containing a resource (either poison or food { with no distinction be-

tween those two cases), an arena boundary and food zone boundary. The �fth probe can be

thought of as a smell probe, which can discriminate between food and poison just under the

agent, but which gives a random identi�cation if the agent is not standing on a resource.

This requires sensory integration in order to identify the presence of food or poison. In ad-

dition, in some models the agents are equipped with a position sensor, e�ectively giving the

absolute coordinates of the agent in the arena. Note that the somatosensor alone gives only

purely local information to the agent, making navigation in the environment a challenging

task. Moreover, even in models where the agents are equipped with a position sensor, they

lack any information about orientation, so navigation remains a diÆcult task. The motor

system allows the agent to go forward, turn 90 degrees in each direction, and attempt to

eat, a costly procedure since it requires a step with no movement.

In each generation a population of 100 agents is evaluated. The life cycle of an agent (an
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Input Neuron

Output Neuron

Other Neuron

Poison

Food

Agent

To  Motors

Recurrency

Input from sensors

Figure 1: An outline of the grid arena (southwest corner) and the agent's controlling net-

work. The agent is marked by a small arrow on the grid, whose direction indicates its

orientation. The curved lines indicate where in the arena each of the sensory inputs comes

from. Output neurons and inter-neurons are all fully connected to each other.

epoch) lasts 150 time steps, each step consisting of one sensory reading, network updating,

and one motor action. At the end of its life-cycle each agent receives a �tness score calculated

as the total amount of food it has consumed minus the total amount of poison it has

eaten and normalized by the number of food items available to give a maximal value of 1.

Simulations last a pre-de�ned number of generations, ranging between 10000 and 30000.

Figure 2 shows a typical evolutionary run. The initial population consists of agents equipped

with random neuro-controllers. In a typical simulation run, the average �tness of agents in

the initial population is around -0.05. As evolution proceeds better controllers emerge and

both the best and average �tness in the population increase until a plateau is reached. In the

next section we assess the performance of the evolved agents at these �nal generations by

comparing them to benchmarks. For more details of the model and evolutionary dynamics

see Appendix 1.
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Figure 2: A typical evolutionary run: maximum, mean and standard deviation of �tness

in a population plotted over 30000 generations of an evolutionary run. Values are plotted

every 100 generations. Note that the �tness here is evaluated over a single epoch for each

agent and the mean is the average of the �tness in the population (100 agents). Due to the

big variety of possible environments the measured �tness is quite noisy. Throughout the

paper, we assess the accurate �tness of an agent by averaging over 5000 epochs.

3 Agents' Performance

In the framework described above ANN-controlled agents were evolved. We studied two

types of agents: An SP-type agent possessing both a somatosensor and a position sensor,

and an S-type agent possessing a somatosensor only (i.e. no positional cues available).

These two types of agents were evolved in one of two possible environments. One in which

the food zone borders were marked, and one in which they were not. These conditions

de�ne the four di�erent models studied (see Figure 3).

In order to evaluate the performance of the evolved agents, we used two benchmarks.

First, we compared their performance to the best memoryless algorithm designed by us to

perform the same task. The basic idea behind all the designed algorithms we used was the

same, and can be sketched as follows: \When reaching a resource { eat it if and only if it's

a food item. Unless you 'believe' you are inside the food zone, try to navigate into it, and

ignore all resources on your sides. If you 'believe' you are inside the food zone, switch to an

eÆcient grazing mode, and try not to leave the food zone...". This basic idea translates into
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Figure 3: Comparison between benchmark performance and that achieved by evolved agents

on the four models studied. S = somatosensor, SP = somato+position sensor. M = marked

food zone, U = unmarked food zone. Fitness is averaged over 5000 epochs { the standard

deviation is less than 0.5% of the �tness (< �0:003).

di�erent instructions, according to the available sensory input. Appendix 3 describes one of

these algorithms in more detail. As a second performance benchmark we solved the same

tasks using Reinforcement Learning (RL) techniques, using an �-greedy SARSA algorithm

[Sutton, 1996, Sutton and Barto, 1998] and training for up to ten million iterations.

Figure 3 summarizes the performance levels achieved by the above benchmarks, and

those attained by the best evolved agents, for each of the four models studied. The �t-

ness was averaged over 5000 epochs to achieve an accurate measure. (All �tness measures

throughout the paper are averages of 5000 epochs, resulting in a vanishing standard de-

viation (less than 0.003)). As is evident, the evolved agents do well compared with the

benchmarks in all possible scenarios. Since both benchmarks use no memory, a much higher

score achieved by an agent indicated that it is employing some kind of memory. Indeed,

as shall be seen below, the superior performance of evolved agents in models devoid of a

position sensor is due to the development of memory under these scenarios.

6



4 Exploration vs. Grazing: The Emergence of Command

Neurons

As a �rst step in the analysis, we investigated the emergent behaviour. We found that

for both types of agents the most successful strategy relied upon a switch between two

behavioural modes { exploration and grazing. The exploration mode consists of moving in

straight lines, ignoring resources in the sensory �eld which are not directly under or in front

of the agent, and turning at walls. When food zone borders are marked agents operating in

exploration mode cross them. The grazing mode, on the other hand, consists of turning to

resources to the right or left in order to examine them, turning both at walls and at food

zone border markings, and maintaining the agent's location on the grid in a relatively small,

restricted region. In both modes when stepping on a food item eating occurs. Exploration

mode is mostly observed when the agent is out of the food zone, allowing it to explore

the environment and �nd the food zone. Inside the food zone, however, the agents almost

always display grazing behaviour, which results in eÆcient consumption of food.

To characterize the agent's mode in a quantitative manner, we de�ned behavioural

measures (see Appendix 2). Using these measures and systematically clamping the activity

of neurons in the network we identi�ed a common structure in successful agents whereby

the mode switch was always mediated by a central \command neuron". The activity mode

of this command neuron determines the agent's behavioural mode. Clamping the activity

of the command neuron, constantly maintaining an active or a quiescent state, reliably

produces exploration or grazing modes respectively, regardless of the actual location of the

agent in the environment.

As will be seen, although the functional role of the command neuron is nearly identical

in all models studied, the computational basis underlying its activity is quite di�erent. The

dynamical properties of the command neuron depend on the type of sensors mounted on

the agent and not on whether food zone markings exist. Hence, from this point on, we

shall concentrate on the S vs. SP-type agents, without making the distinction between the

marked (M) and unmarked (U) cases in each.
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5 Location-driven Command Neurons: The SP model.

Examining the networks of successful agents equipped with a position sensor reveals an

important common feature: Certain interneurons have a position-sensitive response. One

of these neurons typically �res outside the food zone and remains quiescent inside the food

zone and in its close vicinity. Figure 4 depicts the mean activity of such a neuron as a

function of the agent's location. The center sub-�gure corresponds to the mean activity of

the position-sensitive neuron in each grid cell, averaged over 5000 epochs. As is evident, its

activity corresponds to the location of the food zone { active outside and inactive inside.

Clamping this \position-sensitive cell" and measuring the behavioural mode of the agent,

reveals that it acts as a command neuron. When this command neuron is active the agent

assumes an exploration behaviour, regardless of where it is in the environment, whereas

clamping it to a silent state results in grazing behaviour. Thus, the place-dependent activity

map of the command neuron serves as an accurate predictor of the agent's behaviour; where

the map values are low the agent will graze, whereas where they are high it will explore.

Such place-driven command neurons were found consistently in agents evolved with

somato and position sensors. The computational basis for these neurons' activity is the

absolute position of the agent in the environment, and is not in
uenced by the existence

or location of resources in the arena. Shifting the food zone to a new location (adjacent to

the middle of the northern wall), produces no change in the activity map of the command

neuron, and thus no change in the behaviour of the agent relative to its location (see Figure

5 [1b] vs. [1a]). This obviously leads to a near-zero performance level since the commanded

behavioural mode is no longer adequate. Given the direct sensory information about the

location in the environment, the existence of a \position-sensitive cell" in these agents is

not very surprising. It is the emerging \command neuron" function of these neurons which

is interesting.

Further investigation of the activity of place-sensitive command neurons revealed that

they are also orientation selective. The surrounding sub-�gures in Figure 4 depict the mean

activities when the agent was facing a given orientation. As is evident, when facing east or
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north, the area where the command neuron is inactive (corresponding to grazing mode) is

'smeared' to the east or north respectively, compared to the opposite orientations. The graz-

ing mode is thus maintained further out of the food zone when the agent is facing outward,

increasing the chance to turn back and return to the food zone after accidentally leaving it,

and in turn increasing these agents' �tness scores compared with agents controlled by a non-

orientation-selective programmed algorithm (see the pertaining performance comparison in

Figure 3).
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Figure 4: Location- and Orientation-selectivity of command neuron activity in an agent with

somato+position sensor. The center sub-�gure shows average command neuron activity

over 5000 epochs. The peripheral sub-�gures show average activity when the agent is facing

a given orientation. Darker means higher average activity. White grid cells near walls

correspond to locations the agent never visited with the given orientation. The thick line

marks the border of the food zone (not seen by the agent in this scenario). The \smearing"

of grazing activity towards north and east when facing these directions helps the agent to

return to the food zone after accidentally leaving it.

9



6 Memory-driven Command Neurons: The S model.

6.1 Activity Maps of the Command Neuron

Due to the purely local sensory information and the lack of any positional cue in the S

model, it is diÆcult to adopt a strategy that grazes eÆciently inside the food zone and

yet explores the environment quickly enough to reach the food zone within a reasonable

time. The two atomic strategies { always moving in straight lines or always examining every

resource in the sensory �eld { both yield near-zero performance.

Similar to the previous SP case we have identi�ed in every network controlling a suc-

cessful agent at least one neuron whose activity was place-dependent. Figure 5 [2a] depicts

the activity map of such a neuron, demonstrating that it is quiescent when the agent is

inside the food zone and increases its activity the further the agent is from the food zone.

Again, this neuron takes the role of a command neuron, i.e. when it is active the agent

manifests exploratory behaviour, whereas when it is quiescent the agent switches to grazing

mode. In contrast to the SP-agents, shifting the food zone from its original location to a

new location (Figure 5[2b]) causes no malfunction, as the selective activity pattern shifts

accordingly.

Since the agents in the S-model received no explicit sensory cues regarding their location

the intriguing question is what constitutes the computational basis for the place-dependent

activity of the command neuron. The observed behaviour led us to hypothesize that the

successful agents utilize short-term memory, maintaining grazing mode for several time-

steps after eating. This hypothesis was supported by the performance level of these agents,

which actually surpassed both kinds of memory-less benchmarks for the same task (see

Figure 3).

6.2 Command Neuron Activity Pro�les

We now turn to study the dynamics of the S-type memory neuron in detail. To this end,

we traced the average activity of the memory command neuron as a function of the elapsed

time since the last eating episode (Figure 7, solid line, with 250 poison items). As is

evident, the activity of the command neuron undergoes sharp inhibition immediately after
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[1a] [1b] [1c]

SP

[2a] [2b] [2c]

S

Figure 5: Location-dependent activity maps of the command neurons. Darker means higher

average activity. Average is taken over 2000 epochs. Somato+Pos Sensor (SP model):

[1a] Baseline condition, [1b] Shifted food zone [1c] Two food zones. Somatosensor (S

model): [2a] Baseline condition, [2b] Shifted food zone [2c] Two food zones. In all cases

agent populations were evolved in environments with one food zone at the south-western

corner (baseline condition). Thick lines depict the food zone borders (the agents presented

here were evolved in worlds with no food zone border markings, which were added here for

clarity of exposition only).

eating, its probability of �ring gradually increasing thereafter. Thus, the command neuron

\remembers" the number of steps elapsed since the agent has last consumed a food item;

its activity re
ects a stochastic short-term memory mechanism.

Figure 6 presents a raster plot of the activity of a stochastic memory command neuron,

with the small triangles indicating the times of feeding events. The baseline �ring state

of the neuron is fully active (i.e., commanding exploration mode) 1, and it is inhibited

following feeding. The post-eating quiescence periods vary in duration. Thus, the emerging

dynamics of the neuron is sustained activity, interrupted by periods of inactivity triggered

by the feeding events. This behaviourally translates into sustained exploration interrupted

by grazing periods of varying durations which are triggered by feeding. From the agent's

1At the beginning of each epoch the network is reset to an inactive state, resulting in the few steps of

quiescence initiating each epoch.
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perspective this is likely to constitute an optimal strategy: As long as the agent frequently

encounters food it \knows" it is in a food zone and remains in grazing mode. However,

if food is not encountered for a prolonged period, the agent switches to exploration mode

to search back for the food zone. The robustness of this strategy can be demonstrated

by distributing the food in two designated zones in the arena. Figure 5[2c] shows the

resulting activity map, with the two zones clearly evident. This map correctly predicts the

adequate behaviour of the agent. Indeed, S-type agents that evolved a memory mechanism

in environments with one food zone but were evaluated in arenas with two zones, behaved

adequately: Exploring the environment they reached one food zone, grazed there and after

a while switched to exploration (since the food density decreased), reached the other food

zone, and again switched to grazing mode. This is in sharp contrast to the case of the SP-

type agents which rely on absolute location, whose behaviour was completely inadequate,

grazing only in the south-west corner (Figure 5[1c]).

20 40 60 80 100 120 140

20 40 60 80 100 120 140

20 40 60 80 100 120 140

step

Figure 6: Activity of a stochastic memory command neuron: A raster plot of 3 di�erent

epochs. Vertical bars mark steps where the neuron �red. The small triangles above them

mark feeding events.

The stochastic nature of such a memory mechanism which emerges in a binary neural

network with deterministic dynamics can be accounted for by the random distribution of
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Figure 7: Activity pro�les of a stochastic memory command neuron: The average activity

level is portrayed as a function of the time elapsed since last eating episode. The agent was

evolved with 250 poison items in the environment (solid line), but its activity is measured

under various poison concentrations over 1500 distinct epochs.

resources in the arena, as well as the random component of input from the somatosensor.

Indeed, we found that the activation of the memory neuron strongly depends on the poison

distribution in the arena (Figure 7). For poison distributions deviating from the one the

agents were evolved with, the activation as a function of elapsed time plot is perturbed. For

higher poison concentration this merely changes the memory-span, whereas for lower con-

centrations it actually distorts the shape of the plot, eventually making it non-monotonous,

and thus a poor correlate of the elapsed time. In the absent poison case this results in a

10% decrease in the performance of the agents. This is an interesting example of the way

in which evolution harnesses harmful features of the environment: A high concentration of

poison in the environment would seem like a burdening feature, the elimination of which

should increase performance. However, the stochastic memory mechanism takes advan-

tage of exactly this feature. As will be shown below, it �nely tunes itself to near-optimal

performance for the given \ecological niche" in which the agents evolved.
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6.3 The Underlying Stochastic Memory

Examining the input �eld (post synaptic potential) of the stochastic memory neuron exclud-

ing the input from itself revealed that its �ring threshold is around one standard deviation

above the �eld's mean. Given that the input �eld is noisy, a transition of the memory

neuron from a quiescent state to �ring will occur spontaneously. The synapse from the

memory neuron to itself is strong enough to keep it above threshold once active, whereas

an eating event induces a strong inhibition which shunts its activity. This corresponds well

to the observed activity pro�les described above.

To investigate the spontaneous return to an active state, we plotted the distribution

of the post-eating quiescent period durations (see Figure 8[a]). After a refractory period

that lasts one time-step, the length of the quiescence period (behaviourally commanding

a grazing mode) can be roughly approximated to a �rst order by a continuous exponen-

tial distribution function. Thus, a �rst approximation for the underlying dynamics of the

memory command neuron is a one-parameter geometric distribution model specifying the

probability to resume �ring at any quiescent step. This approximation assumes that the

probability to resume �ring is constant and does not depend on the sensory input in the

step. However, further inspection reveals that the probability to resume �ring does depend

on the sensory input. Speci�cally, it is much higher near walls than in other places in the

arena.

Therefore, to better assess the adaptation of the emerging memory mechanism to the

behavioural task, we used a two-parameter stochastic model. According to this model,

the normal state of the memory neuron is active, and it is shunted right after eating with

probability one (whereas the probability to switch from activity to inactivity otherwise

is zero). The probability to switch back from inactive to active state depends on two

parameters: it is p if the agent senses a wall, and q otherwise 2. This two parameter model

was then used to determine the �ring state of the command neuron at every step. Note that

this is not an algorithmic benchmark. The model is \mounted" on an evolved S-type agent,

2It is straightforward to envisage a neural mechanism realizing such a two-parameter model, utilizing two

di�erent �eld distributions.
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whose command neuron's activity is determined by the values predicted by the model, while

the rest of the network's activity is updated naturally.
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Figure 8: Stochastic Behaviour of the Command Neuron [a] The distribution of the com-

mand neuron's quiescent period durations. The solid line corresponds to an exponential

distribution with � = 0:26 (shifted by one time-step for the refractory period), correspond-

ing to a mean memory maintenance of 4.85 time-steps compared with 4.74 observed exper-

imentally. [b] A two-parameter stochastic model of the activity of the stochastic memory

command neuron in the basic S model. The surface depicts the �tness attained for di�erent

values of p and q. The best �tness obtained using the model was 0.39 (p = 0:8 and q = 0:1

(lower circle)). The best evolved agent scored 0.42, with p = 0:51 and q = 0:08 (higher

circle, the line pointing to the �tness obtained using the same parameters in the \mounted"

model). The diagonal p = q corresponds to the �rst-order approximation, stating that the

probability to resume �ring is a constant.

The �tness values obtained by running agents whose command neuron's activity was

driven by this two-parameter stochastic model with p; q values ranging between 0 and 1 are

shown in Figure 8[b]. The actual parameter values obtained by the evolutionary process lie

on the high ridge of the �tness surface. The best evolved agents however still obtained a

higher �tness (line connected circle, 0.42) than that of the two-parameter mounted model

agents (unconnected circle, 0.39). This can be explained by the fact that the two-parameter

model captures the essential dynamics of the memory-driven command neuron, yet neglects

certain variations in the probability to switch between �ring states, which enhance the

15



performance.

7 Neural Network Structure of An S-type Agent

Although successful neuro-controllers of di�erent agents share the command neuron mech-

anism, they di�er in their structure and in some aspects of their function. To demonstrate

the evolving network's structures we focus here on one of the evolved S-type agents which

has a remarkably simple yet very successful network. Clamping the command neuron to its

average activity has a marked e�ect on this agent's behaviour (Figure 9), while clamping

any other interneuron to its average activity value results in no signi�cant decrease in the

agent's �tness. Most of the interneurons in this particular agent have two roles. First, these

neurons set the bias of other neurons. Second, their mutual activity serves as the basis for

the stochastic memory mechanism underlying the activity of the command neuron. The

network can essentially be reduced to the one depicted in Figure 10 (top).
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Figure 9: Fitness decrease after selective clamping of interneurons: Each interneuron was

clamped in turn to its average activity value, and the �tness of the agent measured. The

decrease in the �tness is plotted for each interneuron. Only one interneuron, the command

neuron (CN), signi�cantly e�ects the �tness when clamped alone. Fitness was averaged

over 5000 epochs, standard deviation is less than 0.5% of the �tness.

The �ring state of the command neuron, whose dynamics has been explained earlier,

triggers a switch between two distinct input-output networks controlling exploration vs.

grazing (Figure 10 (bottom)). These two basic sub-networks reside in the same network.
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Figure 10: An S-type neuro-controller: Wcn is the weight vector from the command neuron

(CN) to the output neurons. Win is the weight matrix from the input to the output neurons.

Wout are the recurrent connections within the output layer. For most purposes, the rest

of the neurons can be reduced to a single neuron serving as a bias input to the command

neuron and the neurons of the output layer. When in Grazing mode, the activity of the

CN is 0, and the resulting network is the one depicted on the left. In exploration mode

its activity is 1, and the equivalent network is the one on the right. Note, however, that it

is the joint stochastic activity of all the interneurons that drives the memory mechanism.

Thus their reduction to a single neuron is only justi�ed as a �rst approximation to provide

further insight to the command neuron's switching operation, and will not work in reality.

They are modulated by the memory-based command neuron, which when active adds its

set of weights to the network's connectivity matrix. It should be noted that the ability to

discriminate between food and poison remains intact with any manipulation of interneurons'

activities. This basic ability relies on direct connections between the input and output layers,

and indeed evolves at the �rst stages of the evolutionary process.

8 Discussion

This paper presents a novel attempt to perform an in-depth analysis of some aspects of

structure-to-function relations in evolved neuro-controllers for autonomous agents. To this

end, we analyzed the control mechanisms evolving in autonomous agents performing a
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simple foraging task and governed by a recurrent ANN, without any prede�ned network

architecture. In order to succeed in their behavioural task, the agents developed a mech-

anism for switching between two distinct types of behaviours { grazing and exploration.

In all four experimental scenarios examined, the evolved agents managed to closely match

the best memoryless algorithms for the task, and in cases characterized by limited sensory

input surpassed them by far. This was achieved with completely unconstrained network

architectures.

We discussed in detail two types of evolved agents, di�ering in the sensory input available

to them. In both cases, a similar mechanism has evolved, whereby a \command neuron"

modulates the dynamics of the whole network and switches between grazing and exploration

behaviours. In the case where the agents had no sensory position information a memory

mechanism emerged, which then became the basis for the place-sensitivity of the command

neuron. Using a two-parameter stochastic model for the memory mechanism we demon-

strated that evolution �ne-tuned this mechanism towards near-optimal parameters, using

the inherent environmental noise and taking advantage of features of the environment that

are a-priori harmful, such as the distribution of poison in the arena.

We analyzed the neuro-controller of a simple S-type agent, demonstrating that the com-

mand neuron essentially switches the dynamics between two basic input-output networks

residing within the same network. Other networks controlling successful agents may be

far more complex. It is the subject of further studies to fully understand all aspects of

their structure and function, and will demand the utilization of more advanced analytical

methods.

The idea of Command Neurons, i.e. single neurons whose activity commands a high level

behavioural pattern, was �rst suggested some �fty years ago. Since then their existence was

veri�ed in a number of animal models, including cray�sh [Edwards et al., 1999], Aplysia [Xin

et al., 1996a, Xin et al., 1996b, Gamkrelidze et al., 1995, Nagahama et al., 1994, Teyke et

al., 1990], Clione [Panchin et al., 1996], crabs [Norris et al., 1994, DiCaprio, 1990] and lob-

sters [Combes et al., 1999]. Command neuron activity has been shown to control a variety

of motor repertoires. It has been demonstrated that in some cases behaviour is modulated
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by the command neurons on the basis of certain sensory stimuli [Xin et al., 1996b], and in

particular by food arousal [Nagahama et al., 1994, Teyke et al., 1990]. Moreover, command

neurons have been shown to induce di�erent activity patterns in the same neural structures

by modulating the activity of other neurons in a pattern-generating network [Combes et al.,

1999, DiCaprio, 1990]. Another similarity between experimental results and the command

neuron mechanism emerging in our simulations is that the switching between di�erent activ-

ity modes is in some of the cases studied a consequence of command neuron depolarization

or repolarization [DiCaprio, 1990]. Despite the striking resemblance between these �ndings

and the emerging properties of networks in the simulations we described, caution should be

taken when making the comparison with biological nervous systems. Biological reality is

much richer and more complex than the simple model presented here, in two main issues:

1. Neuro-modulation mechanisms in biological nervous systems involve chemical neuro-

modulators. These play an important role in command neuron activity [Brisson and

Simmers, 1998, Panchin et al., 1996], while totally absent from our model.

2. Recent studies show that the classical view of one command neuron controlling the

switch between two or more behavioural patterns is oversimpli�ed. Current �ndings

suggest intricate relationship between several command neurons that together control

a varied behavioural repertoire [Combes et al., 1999, Edwards et al., 1999, Gamkrelidze

et al., 1995]. The analysis presented in this article refers to a case where a single

command neuron has been identi�ed, and was suÆcient to explain the full behaviour

of the agent. However, we already found agents that seem to have more than one

command neuron controlling their behaviour. For example, agents that have to �nd

a food zone located in the middle of the arena rather than adjacent to a wall develop

a strategy of walking in diagonals to eÆciently explore the arena. The behaviour

of these agents is also switched between apparently di�erent modes, but there is no

single neuron responsible for that change. Further study of these and other agents

may reveal systems incorporating several command neurons which are even closer to

biological reality than the structures we have so far uncovered.
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The results presented here were obtained using the crudest form of genetic encoding {

direct speci�cation of all the synaptic weights in the genome. This bears a limiting e�ect

on the scalability and speed of the evolutionary process. With the application of more so-

phisticated genetic encoding schemes, such as grammatical or ontogenic encodings [Kitano,

1990, Cangelosi et al., 1994], and of more eÆcient selection procedures such as incremental

evolution [Gomez and Miikkulainen, 1997], one may expect the evolution of larger recur-

rent EANNs, processing more complex sensory input to achieve more intelligent behaviours.

The similarity to known neural mechanisms that was achieved even under the current basic

and almost toy-like techniques leads us to believe that once better scalability is achieved,

EANNs may provide an excellent vehicle to study the fundamental problem of structure and

function relation in nervous systems. The accessibility of such EANN models to thorough

analysis should make them important means of investigation in the tool-chest of computa-

tional neuroscientists.
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Appendix 1: Detailed Model Description

The Simulation System

A 
exible simulation system was used to build a variety of evolutionary models incorpo-

rating autonomous agents acting in a life-like environment. The core system de�nes the

basic notions of an agent, a simulation world in which several agents can coexist, and the

simulation universe (in which several simulation worlds can coexist). It is implemented in

C++ and runs on a UNIX operating system. Around this core system particular models

are built. Each model de�nes the speci�c properties of simulation worlds and agents. At

the level of the simulation world, this includes the geometry, appearance, and availability of

di�erent resources. At the level of the agent, it includes its sensory capabilities, its motor

capabilities and the nature of the control mechanism mediating between the sensory input

and motor output. Currently, the evolutionary process only a�ects the neural network con-

trol mechanism. A particular model also de�nes the speci�c genetic methods used in the

simulation - whether it uses sexual or a-sexual breeding, the variational operators and the

selection methods.

The Environment and the Behavioural Task

The agents all operate in a grid arena of size 30x30 with two kinds of resources. One

resource, de�ned as \poison" (i.e. causing a negative reward), is randomly scattered all

over the arena. A second, \food" resource bringing positive reward is randomly scattered

in a restricted food zone location in the environment. In most experiments, the food zone

was of size 10x10 and was located at the south-west corner of the arena. In some of the

models studied the boundaries of the food zone were marked, enabling the agents to sense

them, while in other models this marker was absent. A life cycle of an agent (an epoch)

lasts 150 time steps, in which one motor action takes place. At the beginning of an epoch

the agent is introduced to the environment at a random location and orientation.

In each generation a population of 100 agents is evaluated. Each agent is evaluated in

it's own environment, which is earlier initialized with 250 poison items and 30 food items.

At the end of its life-cycle each agent receives a �tness score calculated as the total amount
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of food it has consumed minus the total amount of poison it has eaten divided by 30, the

number of distributed food items. Thus the �tness ranges between -2.5 (eating the maximal

number of poison items possible within the 150 steps of an epoch) and 1 (consuming all the

distributed food items).

The Controlling Network: Structure and Dynamics

Each agent is controlled by a neural network consisting of 15 to 50 neurons (the number was

�xed within a given simulation run). Out of these, Kin neurons (5 or 7) are dedicated sensory

neurons, whose values are clamped to the sensory input. Four neurons are designated

as output neurons commanding the motor system. The network is composed of binary

McCulloch-Pitts neurons which are fully connected, with the exception of the non-binary

sensory neurons which have no input from other neurons. Network updating is synchronous.

In every step a sensory reading occurs, network activity is then updated, and a motor action

is taken according to the resulting activity in the designated output neurons.

The Sensory System

Each agent is equipped with a basic sensor we termed somatosensor, consisting of �ve

probes, to each of which a sensory neuron is associated. Four probes sense the grid cell the

agent is located in and the three grid cells ahead of it (see Figure 1). These probes can sense

the di�erence between an empty cell, a cell containing a resource (either poison or food {

with no distinction between those two cases), an arena boundary and food zone boundary.

The �fth probe can be thought of as a smell probe,3 returning -1 or +1 if the agent is

currently in a grid cell where there is poison or food respectively, and -1 or +1 randomly

otherwise. Thus, the agent has to integrate the input from two sensors in order to identify

the presence of food or poison. In addition, in some models the agents were equipped with

a position sensor, consisting of two sensors, giving the agent's absolute coordinates in the

arena, where the origin is taken as the south-western corner. The agent has no information

about its orientation.

3The term somatosensor is inaccurate due to the smell sensor, but we shall use it for brevity of notation.
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The Motor System

The motor system of an agent consists of four motors, receiving binary commands from the

four output neurons. The �rst motor induces forward movement when activated. Two other

motors control right and left turns, inducing a 90 degrees turn in the respective direction

when only one of them is activated, and maintaining the current orientation otherwise.

The fourth motor controls eating, consuming whatever resource is available in the current

location when activated. For eating to actually take place, however, there has to be no

other movement (forward step and/or turn) in the same time step. This both enforces

simple motor integration, and makes any attempt to eat a costly procedure.

Evolutionary Dynamics

Each agent is equipped with a chromosome de�ning the structure of its N-neurons control-

ling EANN, consisting of N(N �Kin) real numbers specifying the synaptic weights. At the

end of a generation a phase of sexual reproduction takes place, in which chromosomes are

crossed over and then mutated to obtain the agents of the next generation. There are 50 re-

production events each generation. In each of them two agents from the parents population

are randomly selected with probability proportional to their �tness.

We used uniform point-crossover with probability 0.35, after which point mutations were

randomly applied to two percent of the locations in the genome. These mutations changed

the pertaining synaptic weights by a random value between -0.6 and +0.6. Simulations

lasted a pre-de�ned number of generations, ranging between 10000 and 30000. In the last

generation, every agent was evaluated during 5000 epochs, on a variety of initial conditions,

to accurately measure its �tness.
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Appendix 2: Behavioural Indices of Exploration and Grazing

To quantify the behaviour of the agents we used the following indices:

1. Time it takes the agent to reach the food zone for the �rst time in an epoch. This

index should be short for exploration mode and long for grazing mode.

2. Time it takes the agent to return to the food zone once it leaves it. This should be

short for grazing mode and long for the exploration mode.

3. Percentage of turns to resources: Out of all steps in which there is a resource located

on either side of the sensory �eld, we measure the percentage of steps in which the

agent turned to inspect the resource. This should be high for grazing mode, and low

for exploration mode.

4. Percentage of turning steps out of all steps in the epoch. Exploration mode consists

of moving in straight lines, and thus this measure is low for exploration mode, and

high for grazing mode.

5. Extent of arena coverage. In exploration mode, the main goal is to cover distances,

but not to waste time on densely covering the explored areas. In grazing mode, on the

other hand, the searched area should be small but it should be thoroughly covered. In

order to measure this, we calculated two numbers. First, the percentage of arena cells

visited (out of the total number of cells). Second, the area of the minimal rectangle

encapsulating all the cells visited, divided by the total area of the arena. The index is

the ratio of these two numbers. A high value signals grazing mode (i.e., high coverage),

whereas a low one testi�es to exploration mode.

Table 1 depicts the values of these indices in two successful agents, one of the S-type and

one of the SP-type. Note the e�ects of clamping the command neuron: When it is clamped

to an active state, in both agents the indices of exploration are high, while clamping to a

silent state induces grazing behaviour. Also note that in the control state (no clamping) the

behavioural mode is usually adequate, e.g �nding the food zone under control conditions

takes the same time as under a clamped-to-exploration mode, etc.
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S-type

Time to reach Return time % turn to % turn in Arena

food zone to food zone resource general coverage

Control 55.7(�0:85) 24.2(�0:56) 22.5 (�0:11) 17.3(�0:06) 0.22(�0:003)

Command neuron

clamped to active

state (exploration) 53.5(�0:84) 93.7(�0:39) 17.1(�0:08) 16.1(�0:06) 0.16(�0:0002)

Command neuron

clamped to silent

state (grazing) 113.8(�1:32) 15.2(�0:3) 30.1(�0:18) 20.7(�0:12) 0.53(�0:005)

SP-type

Time to reach Return time % turn to % turn in Arena

food zone to food zone resource general coverage

Control 45.4(�0:68) 13.5(�0:38) 23(�0:19) 16.3(�0:14) 0.3(�0:005)

Command neuron

clamped to active

state (exploration) 44(�0:66) 53.5(�0:36) 4.9(�0:05) 5.7(�0:03) 0.21(�0:002)

Command neuron

clamped to silent

state (grazing) 105.2(�1:37) 12.5(�0:3) 37.7(�0:3) 25.6(�0:28) 0.63(�0:009)

Table 1: Behavioural mode indices: For each of the agents we measured the �ve indices under

three conditions: control (i.e. normal conditions with no clamping), the command neuron

clamped to a constant active state, and to a constant silent state. Results are averages over

2000 epochs. The standard deviation of these averages is given in parenthesis.
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Appendix 3: Benchmark Algorithm for the SP-model

The following is the algorithm in pseudo-code.

if(stepping on food) eat

else

if(in front of wall)

if(x>y and ~infoodzone) turn right

else turn left

else if(in front of foodzone marking)

if(infoodzone) turn left

else move fwd

else if(sense resource in front-left grid)

if(infoodzone) move fwd and turn left

else move fwd

else if(sense resource in front-right grid)

if(infoodzone) move fwd and turn right

else move fwd

else

move fwd

Using the input from the position sensor the algorithm determines if the agent is in the

food zone and takes the appropriate motor action. Loosening the \infoodzone" condition,

i.e. acting in a grazing mode when the agent is within a certain range around the food zone,

does not improve the performance of the algorithm.
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