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ABSTRACT 
 
The paper discusses a real-time traffic adaptive signal control system referred to as RHODES. The system takes as 
input detector data for real-time measurement of traffic flow, and “optimally” controls the flow through the 
network. The system utilizes a control architecture that (1) decomposes the traffic control problem into several 
subproblems that are interconnected in an hierarchical fashion, (2) predicts traffic flows, at appropriate 
resolution levels (individual vehicles and platoons) to enable proactive control, (3) allows various optimization 
modules for solving the hierarchical subproblems, and (4) utilizes a data structure and computer/communication 
approaches that allow for fast solution of the subproblems, so that each decision can be downloaded  in the field 
appropriately within the given rolling time horizon of the corresponding subproblem.  The RHODES architecture, 
algorithms, and its analysis are presented.  Laboratory test results, based on implementation of RHODES on 
simulation models of actual scenarios, illustrate the effectiveness of the system.   
 
1. THE SYSTEM 
 
Over the last six years, the authors, with some students, faculty and researchers have proposed and developed a 
real-time traffic-adaptive signal control system, referred to as RHODES1. The system takes input from the surface 
street detectors (allowing whatever technology that is being utilized: induction loops, video, etc.), predicts the 
future traffic streams at various hierarchical levels of aggregation, both spatially and temporally, and outputs 
“optimal” signal control settings that respond to these predictions.  The optimization criterion can be any that is 
provided by the jurisdiction using the system but must be based on traffic measures of effectiveness (average delays, 
stops, throughput, etc.).   
 
The RHODES architecture for surface streets is depicted in Figure 1(from Head et al, 1992). At the highest level of 
RHODES is a "dynamic network loading" model that captures the slow-varying characteristics of traffic. These 
characteristics pertain to the network geometry (available routes including road closures, construction, etc.) and the 
typical route selection of travelers. Based on the slow-varying characteristics of the network traffic loads, estimates 
of the load on each particular link, in terms of vehicles per hour, can be calculated. The load estimates then allow 
RHODES to allocate "green time" for each different demand pattern and each phase (North-South through 
movement, North-South left turn, East-West left turn, and so on). These decisions are made at the middle level of 
the hierarchy, referred to as "network flow control".  Traffic flow characteristics at this level are measured in terms 
of platoons of vehicles and their speeds.  Given the approximate green times, the "intersection control” at the third 
level selects the appropriate phase change epochs based on observed and predicted arrivals of individual vehicles at 
each intersection. 
 
Essentially, at each level of the hierarchy there is an estimation/prediction component and a control component. 
These components are discussed in discussed in Sections 2 and 3 respectively.  Currently, we have not done much 
model development at the highest level (dynamic network loading) so we will not include much discussion of level 
1 of the RHODES hierarchy.  
 
There are three aspects of the RHODES philosophy that make it a viable and effective systems to adaptively control 
traffic signals.  First, it recognizes that recent technological advances in communication, control, and computation 
(a) make it possible to move data quickly from the street to the computing processors (even now most current 
systems have communication capabilities that are not utilized to their potential), (b) make processing of this data to 

                                                
1  The authors also acknowledge the significant support received from the Arizona Department of Transportation, City of 
Tucson and other local agencies in Arizona, and the Federal Highway Administration, without which the authors would not 
have been able to develop RHODES up to the field testing phases. 
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algorithmically select optimal signal timings fast, and (c) allow the flexibility to implement through modern 
controllers a wide-variety of control strategies.  Second, RHODES recognizes that there are natural stochastic 
variations in the traffic flow and therefore one must expect the data to stochastically vary (by simply smoothing the 
data and working with mean values does not make the actual traffic that the system sees smooth and average as 
assumed by some real-time traffic control schemes). And third, RHODES proactively responds to these variations 
by explicitly predicting individual vehicle arrivals, platoon arrivals and traffic flow rates, for the three 
corresponding levels of hierarchies described above. 
 

 
 

Figure 1. The RHODES Hierarchical Architecture. 
 
2. THE PREDICTION METHODS 
 
For proactive traffic control, it is important to predict vehicle arrivals, turning probabilities and queues at inter-
sections, in order to compute phase timings that optimize a given measure of effectiveness (e.g., average delay).  
To emphasize this importance, consider an intersection with several approaches.  Associated with each approach 
are several possible traffic movements: left turn, right turn and a through movement. Any non-conflicting 
combination of movements that can share the intersection at any one time can be assigned a signal phase that 
allows those movements protected use of the intersection.  Now consider the signal-timing problem given two 
possible perfect predictions of arrivals during the planning horizon as depicted in Figure 2. Each arrival pattern 
represents the number of vehicles to arrive at the intersection in fixed time intervals.  Both arrival patterns are 
identical until time t0  when the signal control has to decide whether to serve this approach or to serve another 
approach. In the top case, the demand occurs immediately following t0 , whereas in the bottom case there is little 
demand immediately following t0  and greater demand in the future. In each case the total number of vehicle 
arrivals are equal.  However, the optimal signal timings could be significantly different. It is of fundamental 
importance to know the temporal arrival distribution to build a truly real-time traffic-adaptive signal control logic.  
 
Two issues are important to predicting traffic flow: (1) the length of the time horizon, and (2) the number of 
prediction points per time horizon (called the prediction frequency). The prediction time horizon provides the real-
time traffic-adaptive signal timing control logic with the ability to plan future signal timing decisions. If the 
prediction horizon is short, perhaps several seconds, then the signal timing decisions are restricted. For example, if 
the predictions are made over a 10-second horizon, the signal timing logic can only make timing decision that 
extend or shorten the current phase. On the other hand, if the predictions are made over a longer horizon, the 
signal timing decisions can include decisions on phase sequencing and phase durations. 



  

3 

 
 
 

Figure 2.   Graphical depiction of the effect of future arrivals on scheduling phase sequences and durations. 

The prediction frequency provides information about the distribution of vehicle arrivals over time. If the 
predictions are made at a frequency of only one prediction for the decision time horizon, which, say, is 30 seconds, 
then the signal timing logic must assume that the vehicles arrive uniformly during that 30 seconds. If the 
predictions are made more frequently, say every second over the prediction horizon, then the signal timing logic 
will have a more accurate representation of the distribution of vehicle arrivals over time. 
 
2.1 The PREDICT Approach 
 
The PREDICT algorithm [Head, 1995] uses the output of the detectors on the approach of each upstream 
intersection, together with information on the traffic state and planned phase timings for the upstream signals, to 
predict future arrivals at the intersection under RHODES control. This approach allows a longer prediction time 
horizon since the travel distance to the intersection is longer and the delays at the upstream signal are considered. 
A benefit of this approach is that it includes the effects of the upstream traffic signals in the intersection control 
optimization problem.  
 
To understand how this approach works consider the scenario shown in Figure 3. It is desired to predict the flow 
approaching intersection A  at detector d A . Making the prediction for the point d A  is important because it is a 
point on link AB  where the actual flow can be measured, hence the quality of the prediction can be assessed in 
real-time.  
  
 

 
 

Figure 3.  Prediction scenario based on detectors on the approaches to the upstream intersection (B). 
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Traffic contributing to the flow at d A  originates from the approaches to intersection B  and can be measured at 
detectors d l , d t  and d r  representing the flows that will turn left, pass through and turn right, respectively, onto 
link AB . It is possible to have other traffic that originates at sources between intersections A  and B , but this can 
be considered as unmeasurable "noise". Also, it is possible that vehicles passing over d l , d t , and d r  will terminate 
their trip before arriving at d A . This can also be considered as "noise" in the prediction. Significant flow volumes 
that enter or exit the network midblock can be modeled in the predictions as constant bias terms. 
 
When a vehicle passes a detection point, say d i  where i ∈{l , t , r} , several factors affect when it will arrive at d A  
including (1) the travel time from d i  to the stop bar at intersection B , (2) the delay due to an existing queue at B , 
(3) the delay due to the traffic signal at B , and (4) the travel time between B  and d A .   
 
Figure 4 (a)-(d) depicts the delay associated with each of these factors. In Figure 4(a) the vehicle arrives at detector 
d i  and passes freely to detector d A . In Figure 4(b) the vehicle arrives at detector d i  and is delayed by the signal at 
intersection B . Hence the travel time from d i  to d A  must account for the travel time from d i  to the stop bar, the 
delay due to the signal and the travel time from the stop bar to d A . In Figure 4(c) the arrival at d i

 encounters 

delay for the signal as well as a standing queue, and has to travel from d i
 to the stop bar at B, and from the stop 

bar to d A . Figure 4(d) depicts the case when the arrival at d i  occurs after the signal has begun serving the desired 
phase, but a standing queue is present. This case is similar to the above, except that the delay due to the standing 
queue must be adjusted based on the amount of time that has elapsed between the onset of the signal and the arrival 
of the vehicle at d i  and the travel time to the back of the queue. 
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Figure 4.    Delays associated with the prediction of arrivals at the detector d A
. 

Once the arrival time at d A  is predicted, the PREDICT model adds a fraction to the current estimate of the 
expected number of arrivals at that time. For example, if 15% of the vehicles that pass over d i  continue on to d A , 
then for each actuation of d i , 0.15 is added to the current estimate of the expected number of arrivals at the 
predicted arrival time. 
 
2.2 Estimation of Parameters 
 
Observe that to use the PREDICT model, several parameters (given in bold) need to be provided: (1) travel times 
on links (detector to detector) which depends on the link free-flow speed and current traffic volumes, (2) queue 
discharge rates which also depends on volumes (as well as on queue spillbacks and opposing- and cross-traffic 
volumes), and (3) turning probabilities.  In addition to these parameters, to estimate arrivals and demand for 
various phases we also need to have estimates of queues at the intersections and the ramps.  
 
Link free-flow speed can be estimated from historical data and capacity analysis.  Link free-flow speeds are needed 
even in traditional off-line models to optimize fixed phase timings (cycle times, offsets, splits) so to obtain these 
should pose no major problem.   
 
Through-traffic queue discharge rates are effected by downstream through-traffic volumes, which can be easily 
measured.  Likewise, left-turn queue discharge rates depend on opposing traffic volumes, and right-turn queue 
discharge rates depend on cross-traffic in that direction.  These three discharge rates are initially given from 
calculated default functions - functions of traffic volumes, but are then adjusted based on how well they predict 
remaining queues at the stop-bar presence detectors.  For example, if the left-turn queue estimate tends to be non-
zero when in fact it is zero then the left-turn discharge rate is adjusted upwards; this procedure will be explained 
shortly. 
 
TURN Algorithm: An assumption for RHODES (as well as current off-line methods to set signal timings) is that 
some estimates for turn probabilities at the intersection are given.  Even the CORSIM2 model needs information 
about the turning probabilities when modeling traffic movement.  However, from the real-time traffic control 
perspective, these probabilities are not deterministic; they change stochastically over time.  For example, suppose 
PWN is the probability that a vehicle arriving from the West to some intersection will turn left (North), then it is 
clear that PWN will depend on the time of the day, the volume of traffic, and the particular mix of the 
origins/destinations in the group of arrivals being modeled.  In other words, PWN is described by a random process.   
 
Our assumptions for PWN are (1) a prior estimate is available whose uncertainty is modeled with a Normal 
distribution with known mean and variance; (2) at any given time, we have measured the percentage of vehicles 
that have turned left in the last, say, five minutes, as well as percentages that turned right and driven straight 
through the intersection; and (3) we know the error distributions for these measurements.  We had a choice of three 
turning probabilities models: (1) Information Minimization/Entropy Maximization  [Mekky, 1979; van Zuylen, 
1979; Hauer,  Pagitsas and Shin, 1981];  (2) Bayesian [Maher, 1984]; and (3) Maximum Likelihood [Maher, 1984; 
Nihan and Davis, 1989].  The Bayesian model was picked for implementation since the other two models involved 
a nondeterministic number of iterations based on an error tolerance whereas Bayesian method consisted of exactly 
7 iterations.  In this method, prior variances for the turning volume errors are used along with the prior means.  
The covariances of the turning volume errors are assumed to be zero since the traffic detectors are assumed to 
operate independent from one another.   
 
QUEUE Algorithm: There have been a few algorithms that have been reported in the literature that address the 
problem of estimating queues at an intersection using detector information, most notably that of Baras et al. 
[1979].  However, these are not applicable here because they require excessive computational effort and time that is 
not available in our real-time prediction scenario.  Instead, for our purpose, we developed a simple estimation 
procedure of accounting for arrivals and estimated departures based on queue discharge rates.  Suppose at the 
beginning of a green phase, say at time t0, our initial queue estimate at some stop-bar is q(t0).  At the end of the 
green phase, say at time t1, the remaining queue q(t1) is given by  

                                                
2 CORSIM is a software package for modeling/simulating traffic on a network; it has been developed by FHWA. 
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 q(t1) = q(t0) + a(t1, t0) - d(t1, t0)  
 
where a(t1, t0) is the number of predicted arrivals between t1 and t0, and d(t1, t0) the predicted number of departures 
(using a given queue discharge rate).  What allows us to keep biases from creeping into the estimates is that at 
some epochs we are certain that the queue length is zero, specifically when there is no queue at the stop bar as 
confirmed by the stop-bar presence detector.  If the estimated queue is positive while the stop-bar presence 
detectors indicate no queue then we effectively decrease our estimate and make it zero.  If the estimated queue is 
zero while the stop-bar indicates a positive queue, the estimated queue is increased by some positive number such 
as one.  
 
When the queue discharge rate at the stop bar is estimated well, it would be expected that, on the average, half the 
time the estimated queues will be greater than the actual queues and half the time less than actual queues.  If the 
estimated queues more often than not tend to be higher than the actual queues (i.e., when there were no vehicles 
while the queue estimate was nonzero) then we adjust the queue discharge rate upwards by a small amount, if it 
tends to be less (i.e., when there were vehicles while the estimates were zero) then we adjust it downwards by a 
small amount.  We note that the adjustment of queue discharge rate is only possible when there is no queue 
spillback into the intersection; in this case queue discharge rate is zero because of blockage and does not depend on 
traffic volumes. The exact adjustment step size can be configured by the system operator, but typically step sizes of 
0.1 vehicles/cycle are sufficient. 
 
It is important to note that the PREDICT model is based on processing arrival data as it becomes available.  At any 
point in time the predicted arrival flow pattern at d A  accounts for vehicles that have already passed the detectors 
d l , d t  and d r . The benefit of this vehicle-additive process of the predictor is that it constantly provides, for a 
given prediction horizon, (1) nearly complete information of anticipated vehicle arrivals in the very near future (of 
those vehicles that have already passed the upstream intersections) and (2) partial information of anticipated 
vehicles in remaining part of the prediction time horizon (of those vehicles that have not passed the upstream 
intersections, since some new vehicles may still arrive that will effect the delays in the prediction time horizon). 
Results of an evaluation study of the PREDICT algorithm for arrivals at an intersection have been reported by 
Head [1995]. 
 
2.3 Network Flow Prediction 
 
The resolution of traffic at the network flow control level (i.e. level 2 of the RHODES hierarchy) is in 
platoons.  The scope of the prediction is a subnetwork of several intersections (the number of intersections 
depends on the computational power available but we envision that 9 intersections can be controlled by 
RHODES using only a Intel Pentium processor) with a larger decision time horizon. Typically, RHODES will 
use a 20 - 40 second rolling horizon to predict arrivals and queues at each intersection, based on upstream 
detector data; at the network flow control level, RHODES will use a 200 - 300 second rolling horizon.  
 
At the subnetwork level, the APRES-NET model (Dell’Olmo and Mirchandani, 1996) is a simplified traffic 
simulation model based on the same principles as the PREDICT model described above, but instead of 
propagating a single vehicle at a time from upstream intersections, it propagates platoons of vehicles through a 
subnetwork of intersections. It is necessarily a simplified model because it is used as an objective function 
evaluator, or as a network wide performance estimator, for the network control logic. 
 
3. THE CONTROL ALGORITHMS 
 
Fixed control strategies are based on a signal-timing plan defined in terms of operating parameters for traditional 
signal control, namely cycle time, splits, and offsets. These parameters are generally developed based on traffic 
studies and standard procedures, such as the Highway Capacity Manual, or signal timing software such as 
TRANSYT and PASSER. The traffic studies result in estimates of traffic conditions, link volumes and turning 
percentages, for specified time periods. Signal timing parameters are developed for each of these time periods and, 
typically, implemented on a time-of-day basis with no consideration of current actual traffic conditions.  In many 
cases, even the use of standard procedures for the development of signal timing plans is abandoned and traffic 
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engineers operate in a judgment-based fashion with moderate levels of success.  None of these approaches is truly 
traffic-adaptive or even attempt to actually minimize some measure of traffic performance such as average vehicle-
delay. 
 
Currently available traffic responsive systems attempt to address the problem of responding to actual traffic 
conditions by switching these parametric signal timing plans based on current wide-area traffic conditions rather 
than time of day. This requires that signal-timing parameters be developed for a variety of possible traffic 
conditions.  Nevertheless, implicit in the usage of parametric timing plans is the assumption that for the next 
several minutes, or even hours, the traffic in the network can be well characterized by the measured average flows 
and parameters.  No account is taken of the fact that the second-by-second and minute-by-minute variabilities of 
traffic are significant and plans based on averages produce unnecessary delays for some traffic movements when 
the traffic on conflicting movements is absent, or very small, during some periods.  
 
The RHODES approach is to predict both the short-term and the medium term fluctuations of the traffic (in terms 
of individual vehicle arrivals and platoon movements respectively), and explicitly set phases that maximize a given 
traffic performance measure.  Note that we do not set timing plans in terms of cycle times, splits and offsets, but 
rather in terms of phase durations for any given phase sequence.  (RHODES does not necessarily require a pre-
specified phase sequence, but since many traffic engineers prefer a pre-specified sequence, RHODES has been 
developed to allow the traffic engineer to specify a desired sequence.)  In other word, in the RHODES control 
strategy, the emphasis shifts from changing timing parameters in reacting to traffic conditions just observed to 
proactively setting phase durations for predicted traffic conditions. 
 
3.1 Intersection Control 
 
At the lowest level of the RHODES hierarchy for a surface street network, that is, at the intersection control level, 
RHODES uses a dynamic-programming based algorithm COP, [Sen and Head, 1997].  There are other signal 
timing schemes which have been experimented that do not provide parametric timing plans but instead provide 
phase durations, notably OPAC [Gartner, 1983; Gartner et al., 1991] and PRODYN [Khoudour et al., 1991] and 
UTOPIA [Mauro and DiTaranto, 1990].  In some ways these too use dynamic programming or related optimization 
schemes, but, in their current implementations, the underlying models are more approximate and the methods are 
not as efficient. 
 
Figure 5 depicts the states of the dynamic programming (DP) formulation. A rolling horizon approach is used to 
allow the optimization to take advantage of the most recent predictions and observations. An optimization is 
started at some time t0 and considers a time horizon of T seconds, say 45-60 seconds. Each stage of the DP is 
associated with a signal phase.  A phase order is provided to COP so that a stage corresponds to a phase.  The DP 
state variable sj is the amount of time that has been allocated to all past phases 1, 2, …, j. The decision in stage j is 
to allocate xj time units to phase j. It should be noted that in general there are more stages in the DP’s planning 
horizon than the number of phases used for control. If there are P phases and N stages (N > P) some of the phases 
may be repeated as stages.  If the traffic engineer does not restrict the phases to be in a particular sequence, then 
this flexibility allows for variable phase sequencing through phase skipping (by effectively allocating zero time for 
the corresponding stage). 
 

 
 

Figure 5.   Stages and states of the COP model. 
(r is the clearance interval, if required between the corresponding phases) 

 
Each decision xj has an associated value based on a performance measure such as stops or delay. This value is 
determined by using the predicted vehicle arrivals, the current and prior decisions, and an imbedded traffic flow 
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model that accounts for estimated queues, startup lost time, queue discharge and arrivals, as well as other traffic 
dynamics that relate the decision to the performance measure.  
The DP is completed when each possible decision for each stage has been evaluated in a forward recursion. Then a 
backward recursion is used to determine the sequence of phases and phase durations that will result in the lowest 
value of the performance measure over the optimization horizon.  
 
The decision for the first stage of the optimization is implemented as the desired signal control. Just prior to the 
end of this first phase, the optimization problem is solved again in a rolling horizon approach. The sequence of 
phases in the second optimization begins with the current phase which allow for the phase to be terminated early or 
extended based on the re-evaluation with more recent observations and predictions. 
 
3.2 Network Flow Control  
 
The network flow control logic is based on a model called REALBAND (Dell‘Olmo and Mirchandani, 1995) 
which optimizes the movement of observed platoons in the subnetwork.  If minimizing total stops was the measure 
of network performance, then REALBAND attempts to form progression bands based on actual observed platoons 
in the network.  In general, any delay and/or stops based measure of performance may be optimized. 
 
The basic idea of REALBAND can be understood by considering the following example. Figure 6 shows a small 
network with several platoons of vehicles traveling in different directions. Platoons are defined from observed 
detector data as a flow density above a pre-specified level for some length of time. Each platoon is characterized in 
terms of size (number of vehicles) and speed. 
 

1

2

3

S

W 2
E 2

W 3
E 3

N

 
Figure 6. An example to illustrate REALBAND. 

 
When two (or more) platoons are predicted to arrive at an intersection and they request opposing signal phases, a 
conflict is said to occur. Figure 7 depicts the type of conflicts that may occur. A decision tree is built where each 
branch of the tree represents one possible resolution of a conflict. The decision tree developed is based on the 
predicted platoon movement over some predefined horizon, such as 200-300 seconds, with node and two out-links 
for each conflict resolution. Figure 8 shows the decision tree for the example. 
 
REALBAND evaluates, using APRES-NET, the performance for each branch of the decision tree. When all 
branches have been explored, a path on the tree (corresponding to a set of conflict resolutions) is chosen with best-
estimated performance. For example, in Figure 8, the path with 550 seconds of total delay would be selected.  
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The REALBAND decisions are used as constraints to the intersection control logic (COP). When COP begins it’s 
rolling horizon optimization, a set of decisions on phase durations in the phase order is required to accommodate 
any constraints that REALBAND conflict resolutions impose, with a relaxation that COP may adjust the phase 
start and end times based on recent, and more accurate, observations of the vehicles in each platoon. 
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Figure 7. Realbands for the example of Figure 6. 

 
 
 
4. THE RHODES PROTOTYPE 
 
The current version of the RHODES prototype logic is depicted in Figure 9. The prototype consists of five modules: 
(1) Intersection Optimization Logic, (2) Link Flow Prediction Logic, (3) Network Flow Optimization Logic, (4) 
Platoon Flow Prediction Logic, and (5) Parameter and State Estimation Logic. The Intersection Optimization 
Logic and the Link Flow Prediction Logic together form the Intersection Control Logic. The Network Flow 
Optimization Logic and the Platoon Flow Prediction Logic together form the Network Control Logic.  
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The RHODES prototype is currently under evaluation by FHWA as one strategy within the real-time traffic-
adaptive signal control system (RT-TRACS) development program. This prototype has been implemented in 
software and evaluated using FHWA’s CORSIM simulation model.  This implementation is described below. 
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Figure 8.  REALBAND decision tree for the example of Figure 6 

4.1 Prototype Software Design 
 
This software prototype has been developed over a five-year period and was designed as a modular and portable 
software tool to support research and development of a wide variety of traffic management and control strategies. It 
should be emphasized that this software is not intended to be an implementable or deployable system, but is a 
research tool. The software has been developed to interface to the latest version of CORSIM traffic simulation 
model as is supported by Kaman Sciences Corporation for FHWA. 
 
Figure 10 presents an overview of the software architecture. The design centers around a simple flat (or 
blackboard) database and an Executive Event Controller. The database contains all relevant network and control 
information. The Executive Event Controller schedules different types of control related events such as updating 
surveillance information, setting signal control at desired intersections, running network coordination algorithms, 
running intersection optimization algorithms, and running traffic flow prediction algorithms.  
 
The database contains three types of information: dynamic data, model parameters, and static data. Dynamic data 
refers primarily to data that changes on a second-by-second basis, such as vehicle detector information, past and 
planned signal control states, and traffic flow predictions. The time trajectory of dynamic data is important to the 
control algorithms. Model parameter data refers to information that is either constant or changes slowly over time 
such that only the current value is relevant and the time-trajectory (past and future) is less relevant. Examples of 
model parameters include turning percentages, queue departure rates, and average link travel speeds. These values 
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may vary slowly over time and can be estimated by an appropriate algorithm, but for the purpose of modeling the 
traffic dynamics for intersection control they are treated as constant parameters. The model parameter data also 
includes information related to the interface between control algorithm components. 

 
 

Figure 9. Components of the RHODES Prototype. 
 
 
 

 
Figure 10. Software Architecture. 

 
Examples of interface information include signal timing coordination and signal timing constraints (e.g. a 
minimum green time for a phase, or a constraint that requires a phase be served at a given point in time to ensure 
coordination). Static data includes values that are assumed to remain constant. Network geometrics (node 
identification numbers, number of lanes on each approach, link lengths, location of detectors, etc.) are the primary 
types of static data. 
 
When the prototype is initialized at run time, for example when CORSIM calls the prototype, a disk file is read 
that initiates and controls the creation of the necessary data structures for the database. The disk file format is very 
similar to a CORSIM *.trf file. Each record in the file has a card type identifier that specifies the information 
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according to a predefined format. Examples of card types include link geometrics, node definitions, detector 
locations, signal timing parameters, and optimization logic parameters.  
 
4.1 Analysis using simulation models 
 
It is clear that any type of traffic control algorithm needs to be tested in the "laboratory" before it is implemented 
and evaluated in the field.  The most appropriate method to do this "laboratory" testing is to (1) have a realistic 
simulation model of traffic flow at an interchange, (2) emulate the detection of the traffic flow, and (3) observe the 
resulting changes that would come about if the algorithm was implemented in place of the current control system. 
CORSIM was used for laboratory testing the real-time traffic control algorithms.  An actual set of intersections was 
selected for the simulation model. 
 
There are many factors that must be considered in the evaluation, including: 
 

(1) the type of network, including issues such as number of traffic signals, spacing between signals, 
(2) the traffic demand, including time varying demand, vehicle mixtures, bus stations and headways, and 

pedestrians, and 
(3) statistical issues such as how to characterize the demand, what measures should be examined, how these 

measures are defined, as well as the number of simulation replications that must be made to support 
statistical conclusions or statements.  

 
In this discussion we will present results based on an FHWA test case used by ITT Systems and Sciences 
Corporation as part of the RT-TRACS prototype evaluation process. The network is based on a section of Tara 
Blvd. in Atlanta, Georgia. The network consists of 9 intersections along a 17.7-km (11-mile) arterial. The traffic 
volume represents a peak flow that gradually increases and then gradually decreases over a period of two hours.  
 
The results presented below are based on comparing average delay per vehicle on the subnetwork of links that are 
directly effected by the RHODES prototype and, on the same set of links, as controlled be semi-actuated logic using 
timings derived from several optimization packages, including PASSER and TRANSYT. In reporting these results, 
we draw a useful analogy with traffic on communication networks, as described in Figure 11.  
 

 
 

Figure 11. Offered load, throughput and delay in a communication network. 
 
The evaluation of communication networks, as a system of links and nodes, has received considerable attention in 
the literature (Bertsekas and Gallager, 1992). Figure 12 shows the relationship between the offered load, 
throughput, and delay in the context of routing and flow control. The analogy in traffic control is that the offered 
load represents the demand, flow control corresponds to signalization (and effective capacity), and routing 
corresponds the signal timing (which is related to the capacity). The throughput in the communication system is 
analogous to the trips in a transportation network. The rejected load can be thought of as the unserved demand 
(spillback queues of vehicles).  
 
Figure 12 illustrates how good signal control (or good routing) can effect system performance. In periods when the 
demand does not exceed the effective capacity, the throughput is equal to the offered load. If poor signal control is 
used, the effective capacity, in terms of served load, is reduced. Then the throughput is less than the offered load 
and delay increases considerably. When good signal control is used, the throughput is increased and the delay 
performance is improved.  
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This analogy with a communication system suggests that we need to measure both the offered load, the throughput, 
and the delay when considering the performance of a new signal control strategy. It also suggests the need to 
consider the performance at various loading levels. The offered load is measured as the number of trips on each 
link entering the network under study. The throughput is measured as the number of trips on each link exiting the 
network. 
 

 
 

Figure 12. Relationship between Offered Load, Throughput and Delay. 
 
 
Figure 13 shows the measured throughput and delay at each of the offered load levels for RHODES and the semi-
actuated control for Tara Blvd. in Atlanta. Figure 13(a) shows, as expected for the congestion levels simulated, 
throughput is equal to the offered load, implying that the steady state has been achieved. Figure 13(b) shows a 
behavior that is consistent with the notion that improved signal control provides less delay. Thus, this simulation 
study suggests that the RHODES prototype is more efficient in utilizing the capacity of the network. 
 
Observe that average vehicle delays decrease in the range of 50% (for low loads) to 30% (for high loads).  In the 
high load case, not only are the average delays smaller, but also the variance of the delay is significantly reduced, 
making the movement through the network more predictable for the driver. 
 
We have implemented RHODES on several CORSIM models of actual transportation networks. Most of these 
networks have consisted of one single arterial with several cross-arterials that carry considerable flow. We have 
also implemented RHODES at a diamond interchange where two signals are closely spaced and must operate in a 
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highly coordinated manner. The results of all of these tests were remarkably consistent. The RHODES logic 
appears to take advantage of the natural stochastic variations in traffic flow – as it was designed – in decreasing 
traffic delay.  
 

 
(a) 

 

 
(b) 

 
Figure 13. Offered load versus delay (a) and throughput (b). 

 
 
5. CONCLUSIONS 
 
In this paper we have presented the RHODES real-time traffic-adaptive signal control system, the software 
architecture that has been developed, and a simulation-based analysis of the system. The simulation experiments 
show promising results that encourage future experimentation. Based on these results, three field tests are being 
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planned, one for a 10-intersection arterial segment in Tucson, AZ, (funded by the City of Tucson and FHWA), a 9-
intersection arterial segment in Seattle, WA, (funded by FHWA), and a diamond interchange in Tempe, AZ, 
(funded by ADOT and the City of Tempe). 
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